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ABSTRACT 

We present a three-phase case study in the use of design principles for designing usable and secure operating system (OS) interfaces. For 

the first phase, we performed a cognitive walkthrough of existing interfaces of a popular OS for creating accounts, logging into the 

computer, and configuring the set of services which run on the computer.  After identifying potential problems, in phase 2, we designed 

interfaces that were meant to mitigate these problems.  In the final phase, we performed a user study that examined the use of both 

interfaces.  Participants using our interfaces had more secure behavior than those who used Windows XP interfaces.  

Categories and Subject Descriptors 

H.5.2 [User Interfaces]: User-centered design, D.4.6 Security and Protection [Operating Systems].  

General Terms 

Design, Security, Human Factors. 

Keywords 

Security, interfaces, case study, usability, design principles, configuration, computer accounts, login. 

1. INTRODUCTION 
Any device connected to the Internet today is vulnerable because countless viruses, worms, and other types of malicious 

software (aka malware) are on a constant lookout for attack targets. Home machines make particularly attractive targets 

because most are managed by end users who do not possess adequate knowledge for securing them.  

According to generally accepted guidelines for securing machines on the Internet, the end users should: 1) practice the 

principle of least privilege (the principle of least privilege advocates for users and processes to use the minimal privileges 

necessary to perform tasks), 2) run only the services they require, 3) choose strong passwords, 4) keep their anti-virus and 

anti-spyware checker software up-to-date, 5) apply patches released by companies to fix security bugs in existing software, 

and 6) use firewalls to block unwanted connections. Of these guidelines, the first two relate to operating system (OS) 

interfaces users encounter while using their machines on a daily basis, the third relates to passwords, and the last three are 

security-related applications or tasks. In this paper, we focus on the OS interfaces that users encounter on a daily basis 

without realizing that they have important security implications. 

Broadly speaking, two approaches can be taken to encourage users to behave securely in their daily interactions with their 

machines.  The first is to educate them about secure behavior.  Since it is not clear how this goal can be achieved effectively, 

we take the second approach, which is to ensure that the interfaces themselves encourage secure behavior.  

There is limited work demonstrating techniques to help designers with security-related interfaces. In this paper, we present 

a three-phase case study in the use of design principles for designing usable and secure OS interfaces.  For the first phase, 

we performed a cognitive walkthrough of existing interfaces of a popular OS for creating accounts, logging into the 



computer, and configuring the set of services which run on the computer.  After identifying potential problems, we designed 

interfaces that were meant to mitigate these problems during phase two.  In the final phase, we performed a user study that 

examined the use of both. 

Overall, we found that participants using our interfaces had more secure behavior. The errors that remained suggest that 

interfaces need to be more aggressive in automating secure decisions, perhaps removing less secure options from view.  In 

addition, our study showed that participants with more computer and security knowledge did not perform better than those 

with less, suggesting that user education would not solve security problems.  Finally, we had contradictory results in the use 

of warnings with participants ignoring some warnings that encouraged more secure behavior and heeding others that 

prevented them from correctly configuring their machine.  

2. RELATED WORK  
In this section, we first review the existing research that has investigated the usability of security interfaces where security is 

not the primary task.  We then describe the efforts in usable security design guidelines, followed by a discussion of the 

methods for performing user studies in this domain.  

2.1 Secure Interfaces 
There are many studies on the usability of security interfaces [3, 4, 6, 7, 9, 10, 13, 14, 22, 23, 24, 25] but not as many on 

applications where security is not the primary task yet where there are serious security implications. Ensuring such 

applications have secure interfaces has been investigated in the areas of wireless networks [2], peer-to-peer file sharing [11] 

and encrypted email [8]. These studies have identified many usability issues with existing interfaces and have provided 

improvements to make them more usable and secure.  

Warnings that explicitly describe the consequences of a risky decision have been found to be useful [11, 12]. In addition to 

text, visual cues and icons are valuable for alerting users about security and privacy issues [8].  

Good and Krekelberg observed that interfaces most often assume that users are knowledgeable, which is not the case [11]. 

Users think about security in terms of their application goals and not in terms of security specific detail [1, 21]. Therefore, 

the technology must implement implicit security, a method in which security is automatically enabled when required by a 

particular application.  Interfaces that hinder users from accomplishing their task will result in them having either 

everything turned on or off [5]. 

While designing our interfaces, we assume little user knowledge and take this application approach. We also use warning 

and visual cues to alert the user about the results of their choices. 

2.2 Design Guidelines 
There exist many design guidelines for security or usability, but relatively few for usable security.  In 1975, Saltzer and 

Schroeder presented the first security design principles [18].  These 8 principles specifically target protection mechanisms.  

The last specifically addresses usability: psychological  acceptability.  The practical interpretation of the principle of 

psychological acceptability has been to make security as invisible as possible, leaving the user out of the loop.  While it is 

true that users will make mistakes, the complex nature of computing makes it impossible to anticipate all possible situations 

and thus automate all security decisions.  It is important to understand why users make errors in order to prevent and 

recover from such errors. 

Norman provided design principles of usable systems based on common human errors, and suggests 4 principles (i.e. 

feedback, similarity of response sequences, reversible actions and consistency of the system) [16]. Nielsen developed 

"Discount Usability Engineering" where he provides ten cost-effective heuristics for usability engineering: 1. simple and 

natural dialog, 2. speak the user's language, 3. minimize the user's memory load, 4. consistency of language and interface, 

5. feedback at appropriate times, 6. clearly marked exits, 7. shortcuts for expert users, 8. good error messages which suggest 

appropriate user actions, 9. prevent errors whenever possible and 10. help and documentation relevant to user's tasks [15].   

Whitten and Tygar introduce the first explicit investigation of usability and security in their seminal paper [22].  They 

performed a traditional usability study on the use of security software and identified five properties that make usability for 

security software different than usability for other software.   

Yee used an Actor-Ability model to identify ten design principles aimed at mitigating computer viruses, which are the first 

to focus on both usability and security [26]. For example, safe path of least resistance states that the easiest way to 

accomplish a task should also be the safest way. 



In this paper, we identify five design principles from the literature that are most relevant to OS interfaces for end users and 

use those to evaluate existing interfaces and design new ones.  

2.3 Methods 
When performing a user study of security interfaces, it is important to replicate the conditions that a user would experience 

in the real world. A primary difficulty is that instructions given to participants and tasks to be performed can prime the user 

to attend to security issues more than they normally would. In addition, participants are highly motivated to complete tasks 

during studies because they believe that is what is expected of them [17].  So making claims about how participants would 

perform on their own computers is difficult. 

To minimize some of these effects, user studies often employ the use of role-play with the security-related tasks embedded in 

a larger scenario [4, 20, 24].  

An important part of our study is to understand why a participant makes errors or has difficulty with a particular task.  A 

common technique to elicit this information is to ask the participant to think aloud.  However we have found that 

participants have trouble with this technique, often forgetting to explain their actions. 

Instead, we utilized the constructive interaction scenario of joint-exploration [19].  Joint-exploration utilizes deception to 

have the participant complete tasks with another “participant”, who is actually a researcher.  This method is particularly 

useful when the tasks are highly complex, as the joint explorer pretends to have a similar background as the participant and 

thus can effectively engage the participant in a dialog without the participant feeling inadequate for not being able to 

complete the task.  In addition, when the participant becomes stuck, the joint explorer can move the task along by 

“discovering” or “suggesting” the next step. 

3. CASE STUDY: PHASES 1 and 2  
Our goal was to examine OS interfaces that have important security implications, but where security is not the primary 

focus of the user.  We focus on account creation, user login and configuration of background services.  We first identified 

five principles to guide us in this study:  

P1: use consistent and meaningful vocabulary 

P2: minimize user’s memory load 

P3: have safe defaults  

P4: make security choices visible 

P5: make secure choices the most obvious ones. 

We then performed a cognitive walkthrough of the interfaces used by a popular OS: Windows XP.  Once we identified 

potential problems in the existing interfaces, we designed new interfaces, attempting to adhere to the five design guidelines.  

Finally, we performed a user study to evaluate both sets of interfaces.  This section summarizes the results from the first two 

phases, namely, cognitive walkthrough and interface design, for each of the three target tasks. 

3.1 Account Creation 
Windows XP has two types of accounts: Computer Administrator and Limited.  An administrator can install software, 

modify OS settings, create new accounts and change privileges for existing accounts.  A limited account can change settings 

on their own profile, such as their password, but may not be able to install certain software or modify operating system 

settings. 

During OS installation, Windows XP allows up to five accounts to be created, but automatically gives them all 

administrator privileges without clearly articulating this default, violating P3 and P4.  It is up to the user to login and 

navigate a complex series of screens to change those accounts to Limited, violating P2 and P5.  Further, the descriptive text 

during installation and when changing account permissions is often inadequate and inconsistent, violating P1. 



Figure 1 shows the account creation interface we designed for the installation process.  Figure 1(a) shows the first screen 

where the user chooses an administrator account name and password.  This screen articulates the privileges of an 

administrator in simple terms.  Once the user types in an account name, the interface automatically appends an “admin” to 

the name and gives descriptive text as to why. 

Figure 1(b) shows the next screen where the user can choose to create additional accounts.  Our interface automatically 

takes the administrator account name from the previous screen and creates two accounts: 1) <name>_admin, which has 

administrator privileges and 2) <name>, which is a regular user account.  In this way, the default is to create both an 

administrator and user account for the primary person in charge of maintaining the computer.    Additional accounts created 

at this time are explicitly assigned to be users (default) or administrators.  If a second administrator account is created, the 

interface displays a textual warning explaining the significance of the decision. 

3.2 User Login 
Figure 2 shows the login screen for a) Windows XP and b) our proposed interface.  The Windows interface does not 

indicate the account type, violating P4.  Our design separates accounts by type, and presents user accounts on the top in 

order to encourage people to choose a user account (P5). 

3.3 System Configuration 
Upon default installation, Windows XP has over 60 processes running at system startup.   Many of these processes are not 

required for a typical user, and thus unnecessarily expose their machine to attacks on those services.  Windows XP has a 

(a) (b) 
. 

Figure 2: The login screen for (a) Windows XP and (b) our design 
. 

(a) (b) 

Figure 1: Account creation screens for our design. 



suite of system tools to assist users in managing the processes and services on their machine.  Next, we briefly describe 

these tools. A more complete description including screen shots can be found in Appendix D. 

Services is a tool for managing all Windows services.  It provides information about the name of the service, how it starts, 

and whether it is currently running or not.  Users can start and stop services and decide if they should be enabled upon 

system boot.  The tool provides a description of each service, but in highly technical terms which can be confusing, even to 

people trained in Computer Science.  The tool can be used to view the dependencies between services, but the navigation is 

complex and difficult to use as services are not grouped in any logical order. 

System Configuration (i.e., msconfig) is a tool to manage all currently running services.  Users can disable services and 

indicate if a service should run at startup. The tool uses technical language and does not provide such useful information as 

recommended settings.   

Task manager is a tool for viewing and managing running applications and processes.  Through the task manager, users 

can access detailed information such as a process’s memory usage, CPU usage and network activity.  While many processes 

are related to services, the task manager does not provide information to link a particular process to a particular service.  

These three tools violate our design principles in numerous ways.  The most significant problems for each principle are: 

P1: Most descriptive text is at an inappropriate level for users, incorporating highly technical terms.  There is a mismatch 

between the language people use to describe their interactions with computers and the vocabulary employed by the tools.  

For example, people talk about performing well-defined tasks, like writing email with specific applications, like Outlook.  

The Windows tools utilize system-centric language such as “process” and “service” which is not grounded with people’s 

experiences. 

P2: In order to understand the state of the system, the user must use multiple tools.  Linking information between the tools 

requires the user to match up various fields, such as process ID and executable name.  Further, the tools are often difficult to 

find and located in different places instead of one central location. 

P3: The default configuration is to have a plethora of services turned on which the user may or may not need.  Indeed, the 

tools often advise the user to run a service or process “unless [it is] suspected to be causing problems”. 

P4: Since security is not the focus, these tools do not make security implications of running a service visible to the user.   

P5: The tools do not make which services are required for a particular application obvious to the user.  If the user wants to 

turn off unnecessary services, they must compile information from other sources (e.g. the web), or use trial and error to turn 

off suspect services and see if the application still functions. 

Because of the numerous problems with the existing set of tools, it was unrealistic to fix the problems by making simple 

adjustments to the existing interfaces, as was our approach for account creation and login.  In particular, we needed to: 

1. ensure that the management tools operate at the appropriate semantic level (P1)  

2. provide all of the necessary information through one interface (P2) 

(a) (b) 

Figure 3: Easy System Config Interface 



3. guide users to disable any unnecessary services (P3) 

4. inform users when they enable a service which is not recommended (P4, P5) 

Figure 3 shows two of the screens for the tool we designed, called Easy System Config.  The interface allows users to select 

which applications they want to use by ticking a checkbox.  The tool is responsible for linking the type of application to the 

underlying operating system services it requires.  The tool organizes applications on different tabs according to type.  For 

example, the Communications tab in Figure 3(a) includes “Email and Internet”, “Wireless”, “Telnet” and “Remote Access”; 

while the Security tab in Figure 3(b) includes “Firewall and Internet Connection Sharing” and “Antivirus Software”.  A 

user simply has to select the tasks they intend to perform with the computer.   

When a user selects a particular task, a description of the task, the types of services it requires and the recommended setting 

appears on the right hand side of the screen.  Descriptions were carefully constructed to minimize technical jargon and to 

ensure consistency of vocabulary, as well as to give enough information so the user could determine if they did, indeed, 

desire that type of application. 

Figure 3 also shows that if a user goes against the recommended setting, a warning is provided in red notifying the user of a 

potential risk. 

4. CASE STUDY: PHASE 3 
For the final phase of our case study, we performed a user study to evaluate both the Windows XP interfaces and the ones 

we designed.  The user study split participants into two groups.  The control group completed tasks with the Windows XP 

interfaces and the test group completed tasks with our interfaces. 

Our study utilized a family-based scenario where participants were asked to role-play one of the family members. We 

informed participants that we are evaluating user experiences with computers and avoided providing detailed instructions. 

Further, the primary tasks were not security related, which removed the focus from security making it difficult for 

participants to guess the purpose of the study and adapt their behavior accordingly. 

Nonetheless, it is likely that participants put in extra effort to complete the tasks in order to please the study facilitators.  

However, our primary goal was to examine if participants are able to use the interfaces appropriately.  Once we have 

designed interfaces that are usable by motivated users, an actual deployment where we can study if users actually use the 

interfaces correctly in real life will be the next step. 

Participants completed a series of tasks related to account creation, login and system configuration.  We wanted to 

determine if the potential problems we had identified in the Windows interfaces during the cognitive walkthrough actually 

were problems, and if our designs better guided users towards secure behavior.  We videotaped all study sessions for later 

analysis.  Study sessions lasted one to two hours, and participants were paid $15 at the end of the session. 

4.1 Participants 
To participate in our study, participants had to 1) be between 25 and 65 years old, 2) use a computer regularly, and 3) not 

hold a degree in a computing related field. Participants completed a detailed questionnaire at the beginning of the session.  

The questionnaire collected information about demographics, computer experience, knowledge and behaviors. Questions 

related to security were distributed amongst the numerous non-security related questions.  We included one sub-task in the 

main part of the study to examine participants’ understanding of a common security-related issue (i.e. a certificate 

warning).  We also had an interview at the end of the session where we asked them questions about their answers on the 

pre-questionnaire.  In this section, we describe participants based on the questionnaire, sub-task and interview results.  In 

general, the participants were fairly representative of typical home users as they were not technically savvy, held many 

misconceptions about how computers work and at most, employed common heuristics to secure their computers. 

4.1.1 Demographics 
There were twenty-two participants in total (n=22), eleven in both the test and control groups.  Participants were randomly 

placed in a group. There were an equal number of men and women in the study, with seven females in the control group 

and seven males in the test group. Five of the participants in the control group, and seven in the test group were between 

25-29 years. The control group had two, three and one participant in their thirties, forties and sixties, respectively. The test 

group had one, one and two participants in their thirties, forties and fifties, respectively.  

In terms of highest education level, one participant had completed high school, five had some college (three of whom were 

currently in college), eleven had Bachelors degrees and five had Masters Degrees. Current occupations included eleven 



students, three administrative assistants/secretaries, two electricians, and one each of teacher, fire fighter, business owner, 

academic advisor, publications coordinator and working for a not-for-profit. 

4.1.2 Computer Experience 
Twenty participants had a computer at home, and two participants in the control group only used a computer at work. There 

were only two Mac users and the rest were Windows users. We asked participants to self-rate their computer expertise on a 

scale of one to five, with five being the highest.  From each group, three participants rated themselves as a 2, five as a 3 and 

three as a 4. 

Two participants in each group sought professional help to set up their home computer. The other participants either set it 

up themselves or asked someone they knew to help. All participants used computers everyday primarily for email, word 

processing, web, music, videos and editing/viewing photos. Many participants also used the computer for accounting or 

financial purposes. Among the external devices, printers and scanners were widely used. Participants also used memory 

sticks, flash drives and external hard-drives. Among the multimedia devices, digital cameras, sound related devices and 

iPods were most common. More than half of the participants used multiple browsers. The two most popular browsers were 

Internet Explorer and Firefox. Safari, Opera, Mozilla and Netscape were also used. With the exception of two participants, 

everyone had changed their browser settings. Basic settings such as default homepage, policies on cookies and privacy 

settings were changed most often. A few participants had also changed settings that limited specific scripts and web sites.   

4.1.3 Computer Knowledge and Behavior 
Although everyone used the computer for email and web browsing, participants did not have an accurate notion of computer 

networks. Only six participants in each group thought their computer was on a network. One participant said the computer 

at work was part of a network but the one at home was not. It seems that many people think a computer is on a network 

when they see other computers physically connected to theirs.  

We asked participants about their download and web browsing behavior. We found that participants download software, 

music and video from the Internet knowing that these may be harmful. One participant said he was very concerned about 

security, yet downloaded everything he could.  

Many participants said they did not perform software updates. Participants also had a tendency to readily trust web sites. 

While 19 participants shopped online, only 12 reported checking to see if the web site they were visiting was secure.  To 

trust a web site, participants relied on measures that could be manipulated easily, such as a claim on the web site, the 

VeriSign icon, a warning prompt, https or a lock symbol at the corner of the browser. Many used intuition and common 

sense to trust a web site. One participant said that well-known web sites (e.g. Amazon.com and web sites of financial 

institutions) should be safe and that the web address could be a clue to the safety of a web site. 

4.2 Study Design and Procedure 
Participants were recruited through flyers posted in public buildings such as grocery stores.  Upon arriving at the test 

location, participants were given the informed consent statement and told that they would be completing the study with 

another volunteer.  After signing their consent, participants were given the pre-questionnaire. While completing the 

questionnaire, the joint explorer arrived and was given the same instructions, consent form and questionnaire as the 

participant.  Once both the participant and the joint explorer had finished the questionnaire, the study facilitator gave them 

the following scenario to read: 

The Jones family has just purchased a brand new computer at home.  The computer came with Windows XP. Family 

members will use the computer for various activities as follows: 

• Robert (the father) has been using a computer for quite awhile at work and is familiar with the basic maintenance of the 

system.  He plans to use the computer for email, keeping track of expenses, playing games and accessing his office 

computer from home. He is planning to record his work files onto CD and is interested in purchasing a digital camera in 

the future so he hopes to learn how to edit pictures on the computer. He is also concerned about security and wants to run 

anti-virus software and a firewall. 

• Diane (the mother) is also familiar with general computer usage.  She plans to use the computer mainly for email, 

listening to music, watching movies and downloading music file from the Internet. She has an iPod and wants to transfer 

music files to her iPod.  She is interested in experiencing the new Windows XP look and feel through ‘Desktop themes’.  



• George (the 15 year old son) is highly computer literate and has used computers both at school and at friends’ houses.  

His parents want him to use the computer mainly for homework (i.e. using a word processor). George needs to print out 

assignments for school. He is really looking forward to playing games.   

• Maggie (the six year old daughter) has not had much experience with computers yet.  Her parents would like to buy her 

some educational games to improve her math and reading ability, but they feel she is too young for email and the Internet. 

Imagine that you and your partner are members of this family. You will have to install the OS and create accounts for all 

four members of your family.  In order to setup your computer to be usable for daily requirements, you and your partner 

have to complete the given task together.  Make sure you work together to solve each task and come to agreement on the 

best configuration of the machine. 

Participants were then given a series of tasks (Full task text can be found in Appendix A).  Each task was provided on a 

piece of paper and the next task was not provided until the participant and joint explorer indicated they had finished. 

Task 1 was concerned with account creation.  We noted how many and what types of accounts participants created.  We 

considered correct behavior to be the creation of a user account for every administrator account so that a person in charge of 

administrative tasks on the computer could also log in as a user for day-to-day tasks. 

Tasks 2, 3 and 4 examined user login.  Task 2 instructed participants to log onto the computer and visit a web site.  The 

purpose was to see if participants would log in with a user account to perform day-to-day tasks which do not require 

administrative privileges.  Task 3 directed participants to log onto the computer in order to install a software package.  The 

purpose was to see if participants thought they needed to log in as an administrator for software installation.  If the 

participant had created at least one user account during Task 1 and if they had logged in as an administrator for Task 3, 

participants were given Task 4.  Task 4 explained that it was possible to install software while logged into a user account, 

and instructed participants to log into a user account to install another software package.  Participants in the control group 

would have to use the “Run As” feature provided by Windows XP, while participants in the test group had a special 

installation interface designed by us that automatically prompted the participant to select an administrator account for the 

installation process.  For these three tasks, we noted which account participants used, and for Task 4, if they understood that 

installation was occurring as an administrator. 

Task 5 was the most time consuming task, and instructed participants to configure the computer so that it would run the 

applications the family wanted as described in the scenario.  The control group was told the names of the three applications 

described in Section 3.3, while the test group was given the name of the tool we designed. 

For the control group, we noted how long it took for participants to either find the tools or give up.  If they gave up, the 

study facilitator showed them where to find the tools.  For both groups, we noted the time participants took using the tool(s), 

the configuration they arrived at and how they checked the configuration of the computer, if at all.  The joint explorer 

actively engaged the participants in a dialog about the decisions they were making.  During later analysis of the video, we 

also categorized the strategies that participants employed in order to configure their machines. 

After Task 5, the study facilitator explained that she needed to interview both participants and asked the joint explorer to 

wait in another room while she interviewed the first participant.  The interview included questions about performing the 

tasks with their partner, their perceptions of the interfaces and their understanding of general and security-related computer 

terms.  After the interview, the facilitator debriefed the participant and explained the deception employed by use of the joint 

explorer.  Five participants suspected that the joint explorer was a researcher. 

5. FINDINGS 
Table 1 summarizes participant knowledge about computers and security issues and their success at account creation, login, 

and configuring services.  For each category, we ranked the participants on a scale of 0 to 2, with 0 implying failure/lack of 

knowledge and 2 implying success/good knowledge. For ease of visual depiction, Table 1 shows a filled circle for a score of 

2, a semi-filled circle for a 1, and a hollow circle for a 0.  Overall, participant knowledge about computers varied across 

both groups and the test group had better success at completing the tasks securely.  This section details these findings. 

 

 

 

 



 

 

 

 

Table 1: Summary of results 

Particpant 

ID Knowledge 

Account 

Creation 

User 

Login Configuration 

TEST         

10     

2     

9     

20     

4     

12     

5     

11     

7     

6     

8     

CONTROL         

19     

21     

3     

15     

16     

18     

22     

23     

13     

17     

14     

 

LEGEND       Good    Average    Poor    Skipped 

 

 

5.1 Participant Knowledge 
Using the answers to 24 questions asked during the exit interview, we ranked participants’ knowledge about computers, 

networks, and security issues on a scale of 0 to 2.  The result of this ranking is shown in the second column of Table 1.  

Most participants did not seem to have a good grasp on concepts like what it means for a computer to be on a network, what 

makes a web site secure or how harmful web downloads can be. 

As an example, we discuss in depth one particular aspect of user knowledge about security: certificate warnings displayed 

by web browsers. A valid certificate authenticates that the web site being visited is indeed genuine, and a web browser 

displays a dialog about a certificate only when something is wrong with it. 

As part of task 2, we asked participants to visit an unfamiliar web site.  When they typed in the web address we provided, 

the browser displayed a certificate warning and gave the participant the choice to accept the certificate always, once, or not 



at all.  The participants could also examine the certificate.  The joint explorer was careful to engage the participants in a 

discussion. 

A few participants exited in fear of going to an untrustworthy web site and a few exited in confusion. Some participants, 

although concerned about the web site’s authenticity, ended up visiting the web site. Eight participants ignored the 

certificate and visited the web site with a carefree attitude. These participants appeared confused about what to do and did 

not understand what a certificate was. Seven participants examined the certificate without prompting from the joint 

explorer, while five examined with prompting from the joint-explorer. When participants examined the certificate, they 

looked for trusted names, such as university names and well-known organizations. Most participants did not understand 

what they were examining and the examination did not help in making a decision about the certificate warning.  

Their conversations with the joint-explorer suggest that most participants did not understand the purpose of a certificate. 

Only one correctly stated what a certificate was and what it meant when the browser displayed the dialog regarding the 

certificate. Two were able to vaguely explain what a certificate meant.  Another one could not explain what a certificate 

was, yet did point out that when the browser showed a dialog about the certificate, the web site was not the web site the user 

wanted.  Five participants had no idea what a certificate was.  

The remaining thirteen participants had incorrect notions about certificates thinking that the browser was displaying the 

certificate as some sort of proof of security. Six thought a certificate meant the web site was free from virus or scams.  One 

thought a certificate was to authenticate the identity of the client (i.e. the participant). Two thought a certificate was an 

indication of how secure the web site was.  One participant thought it was a part of the web site and another said he could 

not access the site unless he accepted the certificate.  The remaining two used intuition when examining the certificate, with 

one determining trustworthiness based on keywords such as well-known organization names, and the other accepting the 

certificate if it was for a “known” site.  None of these participants realized that the browser displayed a dialog about a 

certificate because the certificate was questionable.  Instead, they came to the opposite and incorrect conclusion that the site 

was safe because it displayed a “certificate.” 

5.2 Account Creation 
Task 1 of the study compared the number and types of accounts created in Windows XP with those created with our 

interface.  We considered correct behavior to be the creation of a user account for every administrator account so that a 

person in charge of administrative tasks on the computer could also log in as a user for day-to-day tasks. As the third 

column of Table 1 shows, none of the control group participants were fully successful in completing this task.  The 

participants in the test group fared much better.  Overall, our interface succeeded when only one administrator account was 

created but failed to enforce the best behavior otherwise. We discuss the details next. 

5.2.1 Control group    
Most participants in the control group failed to create user accounts, and those who did only created them for the children. 

The subjects fell in two categories: 

1. No user accounts: Seven of the eleven participants did not make any user accounts because the default setting of the 

windows interface only creates administrator accounts. None of these participants created passwords for the accounts.  

2. No user accounts corresponding to administrator accounts: Four participants created some user accounts, but the 

administrator account(s) did not have corresponding user accounts. Each of these participants made a user account for 

Maggie (daughter) because of her age. Two of them also made a user account for George (son).  These participants appeared 

to be concerned about security, but did not understand the significance of having two different types of account for one 

person.  

Eight participants in the control group did not create passwords for any of the accounts. Recall that there is no password 

enforcement in Windows XP.  One participant created a password for the administrator accounts and another created a 

password for the user account, but was prompted by the joint explorer to do so.  

5.2.1 Test Group 
Participants in this group created both administrator and user accounts.  However, those who created more than one 

administrator account failed to create a corresponding user account.  Participants fell into three categories: 

1. One administrator account with a corresponding user account: Five of the eleven participants created one 

administrator account and left the accounts for other family members as user accounts. Four of them made Robert (father) 



as the primary administrator and created user accounts for the remaining family members.  The interface responded by 

creating a user account for Robert. The fifth user specified “admin” as administrator, which our interface handled 

differently as described later.  

2. No user account for the additional corresponding administrator account: Six participants created two administrator 

accounts, one for both Robert and Diane (mother) Although our interface automatically created a user account for the 

primary administrator, it did not enforce creation of a user account for an administrator account created on the second 

screen (Figure 1b). Even though our interface displayed a warning when they created a second administrator account, 

participants were not able to grasp the idea of multiple roles for one person. None of the participants seemed to notice there 

were two accounts for the primary administrator. When the joint-explorer pointed it out to two of the participants, they 

ignored the comment and moved on. 

3. Primary administrator account did not have corresponding user account: Two of the eleven participants created 

“admin” as the primary administrator, as opposed to using a person’s name. In this case, our interface did not create a 

corresponding user account. One of them considered “admin” to be George (son) and did not create a user account for 

George. The other participant considered the “admin” account as the system administrator, and, in addition, gave Robert 

and Diane administrative privileges, without creating corresponding user accounts. 

All of the participants in the test group created passwords for the primary administrator account because our interface 

enforced this behavior using principle P5. Most of them assigned a weak password for that administrator account.  Only one 

participant was concerned about creating a secure password and spent some time on it. Of the eleven participants, only three 

created passwords for both administrator accounts and user accounts.  One of these three was prompted to do so by the joint-

explorer.   

5.3 User Login 
Tasks 2, 3, and 4 of the study examined user login behavior for tasks ranging from visiting a web site to installing software.  

We considered correct behavior to be logging in with a user account for both the web browsing and installation tasks. As the 

fourth column of Table 1 shows, participants in the control group performed poorly, always logging in as an administrator. 

Participants in the test group performed better, but still had significant problems. In general, we found participants logged 

in as an administrator because they wanted the power of an administrator or because they played a role from the scenario for 

which they had only created an administrator account in task 1. 

5.3.1 Control Group 
None of the participants in the control group used a user account for tasks 2 and 3. Recall that during account set-up only 

four participants created user accounts, and only for the children. These participants pretended to be Diane or Robert, so 

used the administrator accounts they had created for the parents. The remaining seven participants only had administrator 

accounts from which to choose. 

5.3.2 Test Group 

Task 2: Logging in to visit a web site 

Six participants in the test group used the administrator account for visiting a web site and five participants used a user 

account. One of the participants who logged in as a user was prompted by the joint-explorer who asked the participant if it 

was possible to go to a web site using a user account. The participant explained that all type of accounts had privileges to 

use a web browser and so they could login as a user. Without the prompt, however, the video analysis shows that the 

participant would have logged in as an administrator. 

The remaining four participants who logged in as users had created user accounts for everyone and an administrator 

account for Robert in task 1. Since everyone in the family had a user account, the participants were more likely to choose a 

user account if they were role-playing or choosing an account randomly. So, the two participants who randomly chose an 

account and the two participants who chose accounts based on the role they were playing, picked user accounts. In these 

cases, our interface for task 1 was helpful in motivating participants to log in as users in task 2. One of the participants was 

using Robert’s account which also had an administrator account. She chose the user account over the administrator account 

as she didn’t think there was much difference between the two accounts. 

The six participants who logged in as administrators had created multiple administrator accounts during task 1. They 

logged in as administrators for three reasons: 1. administrator accounts have more control over the computer, 2. out of habit 



and 3. because of role-play. It is interesting to note that four participants logged on with Robert’s administrator account 

even though he had a user account. 

Task 3: Logging in to install a new web browser 

Seven participants in the test group used the administrator account to install the new browser. Two of these participants had 

used user accounts for the previous task. One of these logged in as an administrator because he thought he needed 

administrator privileges to install. The other participant thought that the certificate warning in task 2 showed up because 

she logged in as a user and decided to login as the administrator for this task. The other five participants logged in as 

administrators because administrator accounts had more privileges and out of habit. 

The remaining four participants used user accounts. Two of these participants did not know the difference between a user 

and an administrator account and so used the user account they had chosen during the first task. One participant knew the 

differences but continued with the user account he had chosen in the previous task. The remaining participant who had used 

an administrator account for the previous task, changed his role for this task to a family member (Robert) who only had a 

user account. He said that since Robert would be using the web browser he should login as Robert to install the web 

browser. Again, this was a result of role-playing rather choosing a particular account type.  

All participants who used user accounts were presented with our special Install Shield, which we designed to prompt 

participants for an administrator password if they logged in using a user account.  We comment on the ease-of-use of our 

special Install Shield in Section 5.3.3.  

5.3.3 Task 4 for Test and Control Groups 
A typical Windows user logged into a user account has two options if she wishes to perform administrative tasks, such as 

install new software: 1. log out and log back in as an administrator, or 2. use the Run As command, which allows users to 

perform administrative tasks when they are logged in with limited privileges. Since accessing Run As requires special 

knowledge, we wanted to explore an interface that will make its functionality more accessible.  Toward this goal, we 

designed InstallShield (Figure 4), which automatically prompts the user for an administrator password if they are logged in 

as a user. 

  

Figure 4: Interface of our special Install Shield 

Participants who had created at least one user account and had logged in as an administrator in task 3 were instructed to 

login to a user account to install a music player in task 4.  We tested the special Install Shield during tasks 3 and 4.  

We found that except for two participants, everyone understood the purpose of our special Install Shield. The two 

participants who did not understand it were able to follow the directions and install the software correctly.  The recent 

release of Windows Vista includes a similar feature. From our study, we can conclude that general users will be able to use 

this interface. 

5.4 System Configuration 
Having a minimal set of services reduces the degree of vulnerability to attacks by disabling exploitable services that are not 

needed by end-users. Our goal in task 5 was to examine participants’ ability to turn off unnecessary services while enabling 



those required by the scenario.  As the fifth column of Table 1 shows, participants performed much better with our tool than 

with the Windows tools. With our tool, they were able to configure the computers without any help from the joint explorer. 

In the control group, most participants were confused by the Windows tools and half of the participants who attempted to 

configure their machine needed the joint explorer’s help.  

Further, our interface failed more gracefully. The errors that the participants made were minor: they did not disrupt the 

function of the computer and many unnecessary services were disabled. On the other hand, the participants in the control 

group ended up with a system in which many required applications did not function and many unnecessary services were 

enabled. In addition, the average configuration time for the test group was considerably less than for those who used the 

Windows tools.  

5.4.1 Control Group 

Finding Windows Tools 

An important step when configuring with the Windows tools is to find where the tools reside in the computer. msconfig can 

be found by going to the Run dialog and typing in msconfig. The Services tool is in the Control Panel inside the 

administrative tools folder. The Task Manager can be found by pressing the keys Ctrl-Alt-Del or by right clicking on the 

taskbar and choosing Task Manager from the menu that shows up. During the search process, most participants looked in 

the Control Panel and searched using the search tool in Windows Explorer. Many participants looked for information in the 

Windows Tour to help find the tools. Help and Support Center assisted most participants to find the tools. 

On average, participants spent about 6 minutes trying to find the tools, with a standard deviation of 5.69.  Two participants 

spent 10-15 minutes without success. Only one was successful in finding all of the tools. If a participant gave up looking for 

a tool, the study facilitator showed it to them. 

Six participants found msconfig. Among these, five found it through Help and Support Center’s search tool. One participant 

used Run to open msconfig, but it was already in the cache. One participant took over 19 minutes to find it.  

Three participants found the Services tool through the Control Panel. Two of these were prompted by the joint explorer. 

The participant who found the tool on her own had used the tool before and knew its location. Even though most 

participants searched for the tools in the Control Panel, they could not locate Services as it was under the folder 

administrative tools.  

Five participants found the Task Manager tool by pressing Ctrl-Alt-Del keys and one used the Help and Support Center. 

The one who used the Support Center knew it could be accessed through Ctrl-Alt-Del, but did not know its name was Task 

Manager.  

These observations suggest that configuration tools should be kept in the Control Panel but not inside a subfolder. Tools 

should be searchable by Explorer as well as Help and Support Center. 

Using the Tools 

We considered services to be configured correctly if 56 of the total 80 services were enabled. Of these 56, 48 are required for 

correct configuration for our scenario and 8 were optional.  Additionally, 24 of the services needed to be turned off because 

they were unnecessary. Nobody in the control group configured their machines correctly. They either had too few or too 

many services enabled. For this task we report on data for ten participants; one participant was excluded due to computer 

failure during this task.  

Even when equipped with Windows XP tools, five participants did not attempt to configure their computers. These 

participants have a “-” in column three of Table 1.  They were perplexed by the tools and could not determine how to use 

them. They did not change any settings; their computers worked but they did not have a minimal set of services enabled. Of 

these, two participants insisted that Windows came loaded with everything and it was not necessary to change anything. 

The remaining five participants made some changes to their computers. Four participants used msconfig and one used the 

Services tool for configuration. Three of the participants who used msconfig were prompted by the joint explorer on how to 

use the tool. The other participant had used msconfig before and knew how to use it.  

msconfig: All of the participants were confused by msconfig. The participants explored the tool by clicking on the various 

tabs. One participant said “This does not make any sense to me at all.” Another said he had seen the tool but did not know 

what to do with it.  One participant had used it to change startup programs but did not know what else he could do. Both of 



these participants were unwilling to make any changes even after the joint explorer showed them how the tool might be 

used. They insisted that Windows came loaded with everything and it was not necessary to change anything. 

Of the four participants who made configuration changes using msconfig, three were confused at first. It was only after the 

joint explorer’s prompting that they realized how to use the tool. They started by disabling all the services.  Later, they 

enabled those that they thought were required by the family.  Two of these four participants were incorrect in their judgment 

at least 40% of the time, according to the scenario.  Even the participant who came closest to the correct configuration made 

a judgment error about 10 services. We will discuss later the methods participants used to determine the required services. 

Those who used msconfig spent on average about 20 minutes with this tool, with a standard deviation of 6.  

Services: With the exception of two participants, everyone was intimidated by this tool. Most of them looked at it, scrolled 

down and exited. Three participants made the connection between the services list in this tool and in msconfig but they did 

not change any settings.  

Only two participants said they were comfortable with this tool. But they did not use it to configure any services.  Of these, 

one had used it at home with outside assistance. The participant who used Services for the task relied on the descriptions in 

the tool.  She started some of the required services but did not disable any of the unnecessary services.   This participant had 

refrained from using msconfig as the tool did not provide any textual descriptions. This participant spent 18 minutes trying 

to change the settings. 

Task Manager: Six participants had used Task Manager to force quit unresponsive programs in the past and had some idea 

about it. These participants realized that Task Manager was not applicable for configuration because it shows the processes 

that are already running in the system and does not connect them to the services.  Though useful for system diagnostics, it 

cannot be used for configuration.  Nobody used this tool for configuration. Among the four participants who could not find 

this tool, two managed to determine that it showed programs or processes that were running in the computer.  

5.4.2 Test Group 
Participants were able to use our interface without any help from the joint-explorer. They explored the tabs and went down 

the list of applications in each tab to enable those that were required. When confused, they read the descriptions to make 

decisions. If a warning message was shown for a service they had enabled, some participants immediately disabled it even if 

it was required by the scenario. Only one participant needed prompting from the joint explorer. He wanted to enable 

everything as he was very confused. The joint explorer prompted him to read the descriptions and then decide. In the post 

interview, the participant reported that he would have been more cautious if it wasn’t an experiment.  

Using our configuration tool, four participants correctly configured everything according to the scenario. They turned on the 

services that the family needed and did not turn on anything that was not necessary. We considered it correct if they enabled 

services such as Backup, System Restore and other optional services if they considered it necessary.  

Three participants paid more attention to the recommended settings suggested by the tool than the scenario. These 

participants disabled Remote Access, although required by the family, due to the warning displayed by the tool. Two of 

them disabled Windows Time for the same reason. One of the participants also disabled Desktop Themes as she thought it 

would make the computer slow. These participants were correct otherwise. 

Three other participants made minor errors such as enabling Remote Registry and not enabling Removable Storage, which 

was required by the family to use their digital camera. The descriptive text for Removable Storage did not specifically 

mention digital cameras, which could have assisted these participants. Participants enabled Remote Registry thinking that it 

was related to Remote Access, which was needed by the family to allow technical support to access their computer remotely. 

However Remote Registry allows the Windows program registry to be accessed remotely. This error is a result of the way 

services are named creating confusion for these participants.  

The only participant who performed poorly with our interface did not notice that our tool had multiple tabs, one for each 

category of services.  He enabled everything in the communication tab and exited, later explaining that he thought he would 

not have to configure much as the computer was already configured. 

The average time taken to configure the computer using our tool was 10 minutes, with a standard deviation of 4.33, 

excluding the incorrect participant who did not explore our tool.  



5.4.3 Configuration Strategies 
In general participants’ knowledge about configuration was limited to software configuration. Most participants had 

configured their browser or other software. One participant had used Services with technical assistance and one had used 

msconfig to modify startup programs.  

After doing task 5, in both the control and the test group, some participants were able to grasp the idea of computer 

configuration while some could not think beyond software. In the test group, there were some participants who were 

confused even after successfully configuring their system.  

Most participants realized that configuration can minimize security risks after doing task 5. Two participants mentioned 

that configuration can actually make the computer more vulnerable if you don’t know what you’re doing.  Overall, various 

configuration strategies emerged as participants in the two groups worked on task 5. 

The minimalist: Two participants turned on only those things they recognized and thought were necessary, disabling all 

others. Of them, one was very confused and was not confident of his actions. Both of them were using keywords to identify 

required services. Some of these keywords were print, help and support, themes, anti-virus related (e.g. Symantec), time, 

web client, audio, firewall, image acquisition, computer browser, CD burning, remote access, removable storage, installer, 

plug and play. 

These participants had a relatively secure computer, as they did not turn on many risky services. However, their computers 

were not functional, as they failed to enable many necessary services. 

When in doubt, turn it on: Two participants enabled services whenever they were in doubt. One of them turned on 

everything that was related to the vendors Microsoft, Intel or Symantec. It was her belief that since the operating system was 

Microsoft, one had to trust them. In addition, she thought that the Microsoft services were all interlinked and she did not 

want to disable something necessary.  

The other participant also had a similar strategy: whenever he was unsure about a service he enabled it. In his own words “I 

never turn anything off, when in doubt turn it on.”  

Both participants were able to turn on many of the required services in addition to enabling many unnecessary and unsafe 

services. Even with this “turn it on” strategy, one of them failed to enable some essential services required for proper 

functioning of the computer. Regardless of the strategies, the participants were unable to correctly configure their machines 

that were both functional and secure. 

Follow the warning: While we made use of warnings in our interface to notify participants of possible security 

vulnerabilities, we found that some participants adhered to warnings even if they conflicted with the scenario.  Even those 

participants who turned something on despite a warning were hesitant. In the post interview participants reported that they 

were worried when they had to enable something that was recommended to be disabled. 

6. DISCUSSION 
Our study gave us several insights in to the design of secure OS interfaces.  First is that while the principles aided us in 

designing more secure interfaces, we did not always take them far enough.  For example, while our interface helped in 

creating user accounts, it did not clearly communicate the advantages of having a user account for every administrator 

account. In particular, while people play different roles in real life, (for example, a woman may fill the roles of mother, 

wife, and employee) participants did not have the notion of assigning multiple roles to a computer user, as demonstrated by 

no participant who created a second administrator account with our interface also creating a corresponding user account.  A 

better design would automatically create a corresponding user account for all administrator accounts.   

Similarly, visually separating the user and administrator accounts was not sufficient for encouraging login to user accounts. 

The participants who had a choice between an administrator and user account for the role they were playing most often 

chose the administrator account.  This was because of an inaccurate perception that they are unable to do everything when 

logged in as a user.  While this may change over time as users become more familiar with the new security interfaces in 

Windows Vista, the login screen itself could go further by only showing user accounts.  An interface which allows login to 

administrator accounts could be embedded into the secure key sequence (ctrl-alt-del) for more advanced users.  

Finally, only a few people tried to secure their system with a password when passwords were not enforced. All the 

participants in the test group created a password for the initial administrative account because of the enforcement of 

password by the interface.  However, only a few participants in the control group secured their accounts using a password. It  



seems that requiring end-users to enter a password when creating an account or at initial login would add additional 

security to their system. 

Another theme that emerged during the user study was the use of trust heuristics.  In the pre-questionnaire, certificate 

examination (during task 2) and configuration (task 5), several participants employed different techniques for determining 

trust.  Most often, the participants looked for recognizable keywords, or names of organizations or vendors.  Attackers can 

easily manipulate these heuristics by embedding names of known entities in certificates or application names. Our study 

shows that most users’ limited understanding of the underlying security and operating system mechanisms make them 

vulnerable to such attacks. 

Unfortunately, our study also suggests that general computer and security education is not adequate to solve this problem.  

Looking at statistical test 1 in Appendix E, there is no correlation between level of computer knowledge and performance 

on the tasks.  Indeed, for the control group, all of the participants with average knowledge and two with poor knowledge 

performed as well as or better than the three participants with good knowledge.  More work must be done to embed correct 

behavior in tools/applications more fully.   

Finally, we had mixed results with warnings.  Warnings did not prevent participants from making a second administrator 

account during task 1, yet did prevent participants from enabling potentially risky services in task 5, even when they were 

needed. One reason may be that participants were comfortable with the concept of account types, allowing them to ignore 

the warning. With system configuration, however, many participants were confused and thus more attentive to warnings.  

7. CONCLUSIONS 
A cognitive walkthrough of common operating system interfaces that have security implications showed several violations 

of security design principles.  Based on those results, we modified interfaces for account creation and login and created a 

new interface for system configuration.   

Our user study verified that participants think at the application level and are better able to use an interface that matches 

that conceptual model.  Further, participants who used interfaces not built around the concept of applications were utilizing 

heuristics that employed this mental model by looking for keywords associated with particular applications. 

While participants using our interfaces had some errors when configuring their machines, their errors were less critical than 

those made by participants using the existing interfaces.  Indeed, not only did our interface result in a more secure 

configuration, but the existing interfaces often resulted in a serious lack of functionality. Still, there were problems with our 

proposed interfaces.  Once we further iterate on the interfaces and have ones that people can use securely, the next step will 

be a real-life deployment to see if people will use them. 
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APPENDIX A 
Table T1. Task instructions for both groups 

 Control group Test group 

Task 1 Create accounts for all family members according to the 

scenario.  

Create accounts for all family members according to the 

scenario.  

Task 2 1. Login to the computer using your account 

2. Using Internet Explorer, go to the website 

(http://portal.leadproject.org) 

3.  When you are done, logoff 

1. Login to the computer using your account 

2. Using Internet Explorer, go to the website 

(http://portal.leadproject.org)  

3. When you are done, logoff 

Task 3 As advised by a technically savvy friend, you have decided not 

to use Internet Explorer as your web browser.  Instead, you 

have found a more secure alternative called Mockingbird.  In 

order to surf the Internet, you need to install Mockingbird on 

your computer. 

Here your task is to install Mockingbird.  

As advised by a technically savvy friend, you have decided 

not to use Internet Explorer as your web browser.  Instead, 

you have found a more secure alternative called 

Mockingbird.  In order to surf the Internet, you need to 

install Mockingbird on your computer. 

Here your task is to install Mockingbird.  



1. Login to the computer using your account 

2. Install Mockingbird 

3. When you are done, logoff 

1. Login to the computer using your account 

2. Install Mockingbird 

3. When you are done, logoff 

Task 4 N/A (Optional. This task will only be given to participants who: 

1. Logged in to an administrator account during Task 

3. 

2. Created a user account in Task 1.) 

 

In the last task, you logged on to an account with 

administrator privileges.  For this task, log into one of the 

accounts you created with user privileges. 

Login to the computer using a user account. 

1. Install MyodPlayer 

2. When you are done, logoff 

Task 5 Members of the family want to use the computer for the 

following: 

 Browsing the web and sending/receiving emails 

 Writing letters/papers using a word processor 

 Printing out web pages, letters, emails etc. 

 Allowing technical support representative to take 

over your computer via remote assistance and 

perform advanced configurations on it. 

 Running anti-virus and firewall 

 Listening to songs, watching movies 

 Scanning and/or editing family photos, whether they 

being digital or not. 

 Experiencing the new Windows XP look and feel 

through it themes 

 Allowing your computer to automatically synchronize 

its clock with dedicated time servers on the Internet 

 Recording your work files onto CD-R/CD-RW media 

using Windows XP  

Now you need to configure the computer so that the family can 

do all of the above. 

1. Login to the computer using your account 

2. Configure your computer using tools provided by 

Windows XP such as “System Configuration”, 

“Utility Tool” and “Windows Service Tool” 

3. When you are done logoff 

Members of the family want to use the computer for the 

following: 

 Browsing the web and sending/receiving emails 

 Writing letters/papers using a word processor 

 Printing out web pages, letters, emails etc. 

 Allowing technical support representative to take 

over your computer via remote assistance and 

perform advanced configurations on it. 

 Running anti-virus and firewall 

 Listening to songs, watching movies 

 Scanning and/or editing family photos, whether 

they being digital or not. 

 Experiencing the new Windows XP look and feel 

through it themes 

 Allowing your computer to automatically 

synchronize its clock with dedicated time servers 

on the Internet 

 Recording your work files onto CD-R/CD-RW 

media using Windows XP  

Now you need to configure the computer so that the family 

can do all of the above. 

1. Login to the computer using your account 

2. Configure your computer using “Easy System 

Config” 

3. When you are done logoff  

 

The participants are randomly assigned into one of the two groups: the control group and the test group.  Each group has a 

set of tasks to complete.  While the overall goals of the two sets of tasks are the same, there are subtle differences between 

them that reflect the differences in the tools/software used for each group.  Table [T1] lists the task instructions. 

 

APPENDIX B 
For the test group, we are using an interface that we designed that could assist a user to setup OS accounts more securely. 



 

This is the first screen, where a user can setup the account for the primary administrator of the computer.  The interface 

tries to add an “_Admin” suffix to the username chosen by the user, to distinguish it from a regular user account. 

 

 

On the second screen, the user can setup more accounts.  It automatically appends the “_Admin” suffix to the account name 

of the primary administrator, and also fills the first user account with the original username, and assigns it a user role. 



 

This is the login screen a user would see.  It separates regular user accounts from the administrative accounts as a part of 

the effort to encourage users to login as a user role for day to day tasks. 

  
Mockingbird is the software package a participants need to setup as one of the tasks.  This is the initial screen of the install 

shield.  This install shield mimics typical install shields we see for installing software, so that it gives users a familiar look 

and feel. 



This screen displays the End User License Agreement (EULA), and the wording is quite typical for software nowadays. 

 

This is a summary screen before the installation.  This can also be found in many install shields.   

 



 

This is a special screen built into our interface that is different from other install shields.  When the user logs in as a regular 

user, this screen allows the user to run the installation as an administrator.  It allows the user to choose an administrative 

account and runs under that account after the user has provided the correct password.  This is also a part of our effort to 

encourage users to log in as regular users, even for installations. 

 

 

This screen shows the installation progress of the software.  Its purpose is to add realism to our simulated install shield. 

 



 

When the installation finishes, the user sees this screen, which is quite typical for install shields. 

 

Easy System Config is another interface we designed as an effort to ease user’s configuration tasks.  It groups low-level 

services into higher-level tasks to allow average computer users to pick the correct services to run while disabling those 

unneeded.  We have also taken a lot of efforts to stay away from technical terms, and present those tasks using layman’s 

term. 



 

Each tab represents a major category of tasks a typical user would do on a computer.  Under each category, there are 

checkboxes, each showing a high-level task.  A user can simply enable/disable low-level services by pick and choose what 

tasks he/she would normally perform.  When a task could present security risks to the system, our interface shows a warning 

message, telling the user to reconsider the action.  The right half of the interface shows explanation of each task, as well as 

what services go under it.  This can assist a user to make a decision when he/she encounters something unfamiliar.  

 

APPENDIX D 
 

 



This screenshot shows a simulated screen displaying the installation process of Windows® XP.  The user can provide a 

name for the computer, and also provide an optional password for the built-in administrative account: Administrator. 

 

This is a simulated screen displaying how user accounts are currently being setup in Windows® XP after the operating 

system has been installed.  A user must provide at least 1 and up to 5 administrative accounts in addition to the built-in 

account.  There is no way to setup an account with less privilege on this screen.  

 

This is an actual login screen of Windows® XP.  The different types of accounts are mixed and listed alphabetically.  In 

addition, the built-in Administrator account cannot be accessed from this screen. 



 

 

This is a screenshot of the actual “System Configuration Utility” tool.  This tool does not have any accessible icons and can 

only be accessed by executing the command “msconfig” in the Run dialog.  It combines several Windows startup-related 

things, and the services list is shown here.  A user can enable or disable a service by simply using the checkboxes; however, 

it is rather difficult for an average home user to know exactly what each service is from here. 

 

This is a screenshot of the more elaborated “Services” tool.  This screen is similar to the one in “System Configuration 

Utility” and lists all the services as well as their status. 

 



 

This is the property sheet of each service in the “Services” tool.  It has a lot of details about each service, including a 

description.  However, to an average home user, it is still almost as good as nothing, because the descriptions are either 

vague or highly technical. 

 

This is a screenshot of the “Windows Task Manager” tool.  It shows the dynamic state of the machine rather than 

configuration.  From our study, it seems that more users are familiar with this one than the other two, and they usually use 

this to kill an application that hangs.  

 

APPENDIX E 
We have used the statistical software R to perform some statistical analysis and tests on the data we collected. 



Test 1.  We have not found any significant correlation between a participant’s knowledge related to computer use and 

his/her performance in our test. 

> cor.test(myod$post_raw, myod$perf) 

 

        Pearson's product-moment correlation 

 

data:  myod$post_raw and myod$perf  

t = 0.098, df = 20, p-value = 0.9229 

alternative hypothesis: true correlation is not equal to 0  

95 percent confidence interval: 

 -0.4034181  0.4394656  

sample estimates: 

       cor  

0.02191827 

Test 1(a). Test of correlation between participants’ knowledge and their performance 

 
 

> cor.test(myod$post_raw[as.character(myod$group)=="control"], 

myod$perf[as.character(myod$group)=="control"]) 

 

        Pearson's product-moment correlation 

 

data:  myod$post_raw[as.character(myod$group) == "control"] and 

myod$perf[as.character(myod$group) == "control"]  

t = 1.0116, df = 9, p-value = 0.3381 

alternative hypothesis: true correlation is not equal to 0  

95 percent confidence interval: 

 -0.3468203  0.7715228  

sample estimates: 

      cor  

0.3195332  

Test 1(b). Test of correlation between control group members’ knowledge and performance 

 
 

> cor.test(myod$post_raw[as.character(myod$group)=="test"], 

myod$perf[as.character(myod$group)=="test"]) 

 

        Pearson's product-moment correlation 

 

data:  myod$post_raw[as.character(myod$group) == "test"] and 

myod$perf[as.character(myod$group) == "test"]  

t = -0.5227, df = 9, p-value = 0.6138 

alternative hypothesis: true correlation is not equal to 0  

95 percent confidence interval: 



 -0.6994943  0.4773867  

sample estimates: 

       cor  

-0.1716418 

Test 1(c). Test of correlation between test group members’ knowledge and performance 

 

Test 2.  By performing a t-test, we have found that between the two groups, test and control, there is a significant difference 

in the time takes to complete the tasks at the 99.9% confidence level, and the p-value is 0.00045. 

 

> t.test(time$Test, time$Control) 

 

        Welch Two Sample t-test 

 

data:  time$Test and time$Control  

t = -4.813, df = 11.736, p-value = 0.0004515 

alternative hypothesis: true difference in means is not equal to 0  

95 percent confidence interval: 

 -28.53464 -10.71990  

sample estimates: 

mean of x mean of y  

 10.27273  29.90000 

Test 2. Two-sided t-test on difference in time between test group and control group 

 

Test 3. Further test shows that the time the test group takes to complete the tasks is significantly less than that of the control 

group at the 99.9% confidence level, with a p-value of 0.0002. 

 

> t.test(time$Test, time$Control, alternative="less") 

 

        Welch Two Sample t-test 

 

data:  time$Test and time$Control  

t = -4.813, df = 11.736, p-value = 0.0002257 

alternative hypothesis: true difference in means is less than 0  

95 percent confidence interval: 

     -Inf -12.3455  

sample estimates: 

mean of x mean of y  

 10.27273  29.90000 

Test 3. One-sided t-test on time used between test group and control group 

 

Test 4.  Since Task 5 seemed to be the most demanding as well as time-consuming task among all, and many participants 

(especially those in Control group) were having difficulties finishing the task, we would like to perform a test to see if there 



is any correlation between participants’ knowledge and their performance on this task.  As it turned out, there was no 

significant correlation between their knowledge and their performance. 

> cor.test(myod$post_raw[as.character(myod$group)=="control"], 

myod$services[as.character(myod$group)=="control"]) 

 

        Pearson's product-moment correlation 

 

data:  myod$post_raw[as.character(myod$group) == "control"] and 

myod$services[as.character(myod$group) == "control"]  

t = 1.5881, df = 9, p-value = 0.1467 

alternative hypothesis: true correlation is not equal to 0  

95 percent confidence interval: 

 -0.1835230  0.8337393  

sample estimates: 

     cor  

0.467859 

Test 4(a). Test of correlation between control group members’ knowledge and their performance on Task 5 

 

> cor.test(myod$post_raw[as.character(myod$group)=="test"], 

myod$services[as.character(myod$group)=="test"]) 

 

        Pearson's product-moment correlation 

 

data:  myod$post_raw[as.character(myod$group) == "test"] and 

myod$services[as.character(myod$group) == "test"]  

t = -0.9718, df = 9, p-value = 0.3565 

alternative hypothesis: true correlation is not equal to 0  

95 percent confidence interval: 

 -0.7663696  0.3578633  

sample estimates: 

       cor  

-0.3081669 

Test 4(b). Test of correlation between test group members’ knowledge and their performance on Task 5 

 

> cor.test(myod$post_raw, myod$services) 

 

        Pearson's product-moment correlation 

 

data:  myod$post_raw and myod$services  

t = 1.0151, df = 20, p-value = 0.3222 

alternative hypothesis: true correlation is not equal to 0  

95 percent confidence interval: 

 -0.2208702  0.5880777  



sample estimates: 

      cor  

0.2213506  

Test 4(c). Test of correlation between all participants’ knowledge and their performance on Task 5  

 

Test 5.  We also wanted to see how participants perform using Windows toolset versus our Easy System Config while 

performing Task 5, so we performed a t-test comparing their performances on Task 5.  The results indicate that the 

participants who use Windows tools perform worse than those who use our Easy System Config tool. 

> t.test(myod$services[as.character(myod$group)=="control"], 

myod$services[as.character(myod$group)=="test"], alternative="less") 

 

        Welch Two Sample t-test 

 

data:  myod$services[as.character(myod$group) == "control"] and 

myod$services[as.character(myod$group) == "test"]  

t = -6.0822, df = 11.264, p-value = 3.589e-05 

alternative hypothesis: true difference in means is less than 0  

95 percent confidence interval: 

      -Inf -29.43280  

sample estimates: 

mean of x mean of y  

 22.36364  64.09091 

Test 5. Two-sided t-test of difference on Task 5 performance between control group and test group 

 

Test 6.  Before the tasks begin, each participant is asked to fill out a survey to indicate the level of computer knowledge they 

think they have.  From their results, we have also summarized a score to measure how well each participant actually 

performs.  A set of t-tests show that there is indeed some significant differences between how knowledgeable they think they 

are and how knowledgeable they actually are, and all of which are significant at the confidence level of 99%. 

> t.test(prepost$Pre, prepost$Post) 

 

        Welch Two Sample t-test 

 

data:  prepost$Pre and prepost$Post  

t = 4.9818, df = 39.105, p-value = 1.319e-05 

alternative hypothesis: true difference in means is not equal to 0  

95 percent confidence interval: 

 11.65079 27.57648  

sample estimates: 

mean of x mean of y  

 64.72727  45.11364 

Test 6 (a). Two-sided t-test of difference between participants’ self-assessed and actual levels of knowledge 

 

> t.test(prepost.test$Pre, prepost.test$Post) 



 

        Welch Two Sample t-test 

 

data:  prepost.test$Pre and prepost.test$Post  

t = 3.5229, df = 15.694, p-value = 0.002896 

alternative hypothesis: true difference in means is not equal to 0  

95 percent confidence interval: 

  8.270972 33.365391  

sample estimates: 

mean of x mean of y  

 66.36364  45.54545 

Test 6(b). Two-sided t-test of difference between test group members’ self-assessed and actual levels of knowledge 

 

> t.test(prepost.ctrl$Pre, prepost.ctrl$Post) 

 

        Welch Two Sample t-test 

 

data:  prepost.ctrl$Pre and prepost.ctrl$Post  

t = 3.3831, df = 20, p-value = 0.002954 

alternative hypothesis: true difference in means is not equal to 0  

95 percent confidence interval: 

  7.058396 29.759786  

sample estimates: 

mean of x mean of y  

 63.09091  44.68182 

Test 6(c). Two-sided t-test of difference between control group members’ self-assessed and actual levels of knowledge 

 

Test 7.  We also performed a test to compare the actual knowledge level between those in Control group and those in Test 

group.  As we hoped, there was no significant difference between the two, so in other word, the two groups have the same 

level of knowledge regarding computers. 

> t.test(myod$post_raw[as.character(myod$group)=="control"], 

myod$post_raw[as.character(myod$group)=="test"]) 

 

        Welch Two Sample t-test 

 

data:  myod$post_raw[as.character(myod$group) == "control"] and 

myod$post_raw[as.character(myod$group) == "test"]  

t = -0.4745, df = 19.33, p-value = 0.6404 

alternative hypothesis: true difference in means is not equal to 0  

95 percent confidence interval: 

 -7.862532  4.953441  

sample estimates: 



mean of x mean of y  

 19.63636  21.09091 

Test 7. Two-sided t-test on levels of knowledge between control group and test group 

 

Test 8.  Then we would like to see how each group of participants perform in different types of tasks, where the types are 

defined in Table 1.  The t-test of their performance on account creation shows that Test group performs significantly better 

than Control group, and the p-value is 7.75e-05, which is almost 0. 

> t.test(myod$rate_1[as.character(myod$group)=="control"], 

myod$rate_1[as.character(myod$group)=="test"], alternative="less") 

 

        Welch Two Sample t-test 

 

data:  myod$rate_1[as.character(myod$group) == "control"] and 

myod$rate_1[as.character(myod$group) == "test"]  

t = -4.6483, df = 20, p-value = 7.746e-05 

alternative hypothesis: true difference in means is less than 0  

95 percent confidence interval: 

       -Inf -0.6289611  

sample estimates: 

mean of x mean of y  

0.3636364 1.3636364 

Test 8. One-sided t-test on Task 1 performance between control group and test group 

 

Test 9.  For tasks related to which account they would use to login, we have combined Task 2a and Task 3.  Once again, the 

t-test results indicate that Test group performs significantly better than Control group, with a p-value of 0.0056. 

> t.test(myod$login[as.character(myod$group)=="control"], 

myod$login[as.character(myod$group)=="test"], alternative="less") 

 

        Welch Two Sample t-test 

 

data:  myod$login[as.character(myod$group) == "control"] and 

myod$login[as.character(myod$group) == "test"]  

t = -3.1053, df = 10, p-value = 0.005575 

alternative hypothesis: true difference in means is less than 0  

95 percent confidence interval: 

       -Inf -0.6812707  

sample estimates: 

mean of x mean of y  

 0.000000  1.636364 

Test 9. One-sided t-test on login behavior (Task 2a and 3 combined) between control group and test group 

 

Test 10.  Since there were a few incidents where the participants suspected that our researcher was actually not a 

participant, we wanted to see if it had any effects on their performance.    We are only able to perform the t-test on the 



control group because only 1 participant from the test group raised suspicion.  The test results showed that there was some 

significant difference in Task1 with a p-value of 0.03002, but for tasks 2a, 2b, 3, and 5, there did not seem to be any 

significant differences. 

> t.test(tt$rate_1[as.character(tt$group.1)=="x" & 

as.character(tt$group)=="control"],tt$rate_1[as.character(tt$group.1)=="y" & 

as.character(tt$group)=="control"]) 

 

        Welch Two Sample t-test 

 

data:  tt$rate_1[as.character(tt$group.1) == "x" & as.character(tt$group) ==  

and tt$rate_1[as.character(tt$group.1) == "y" & as.character(tt$group) ==      

"control"] and     "control"] 

t = -2.8284, df = 6, p-value = 0.03002 

alternative hypothesis: true difference in means is not equal to 0 

95 percent confidence interval: 

 -1.06577942 -0.07707772 

sample estimates: 

mean of x mean of y 

0.0000000 0.5714286 

Test 10(a). Two-sided t-test on performance on Task 1 between suspecting participants and non-suspecting participants in 

control group 

 

> t.test(tt$total_time[as.character(tt$group.1)=="x" & 

as.character(tt$group)=="control"], 

tt$total_time[as.character(tt$group.1)=="y" & 

as.character(tt$group)=="control"]) 

 

        Welch Two Sample t-test 

 

data:  tt$total_time[as.character(tt$group.1) == "x" & as.character(tt$group) 

==  and tt$total_time[as.character(tt$group.1) == "y" & as.character(tt$group) 

==      "control"] and     "control"] 

t = -1.5511, df = 5.636, p-value = 0.175 

alternative hypothesis: true difference in means is not equal to 0 

95 percent confidence interval: 

 -37.179082   8.607653 

sample estimates: 

mean of x mean of y 

 36.00000  50.28571 

Test 10(b). Two-sided t-test on performance on tasks 2a, 2b, 3, and 5 between suspecting participants and non-suspecting 

participants in control group 
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