MG587 Systems Engineering

Homework  1-B – Spring 2013
Attached are three news articles or system failure reports.  Read each and write a 200 word (minimum) discussion on each news article considering the following questions and issues:

1. In which phase of the system life cycle did the critical errors occur.  

2. In which phase of the system life cycle did the consequences of the error become visible.

3. What could the developers or engineers have done differently to prevent the errors.  Consider such issues as : better identification of customer needs and use scenarios, better translation into metrics and requirements, better choice of design concepts, better build/integration, better qualification and testing – or some other issue.

· Engine Cutoff Doomed Polar Lander

· Faulty Sensors May Explain Capsule Crash

· Microsoft Releases New Critical Patches
	Engine Cutoff Doomed Polar Lander
By Paul Hoversten 

Washington Bureau Chief
posted: 06:31 pm ET
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WASHINGTON -- A simple computer command might have saved NASA's Mars Polar Lander, which crashed on the surface of the Red Planet last December after its descent engine shut down prematurely.

But investigators only learned about that possible save in February.

In looking into reasons why the engine quit, they found faulty software that mistakenly told the lander it was on the ground when in fact it was still above the surface.

In a 154-page report out Tuesday, the Mars Polar Lander Failure Review Board pointed to poor training, inadequate testing, minimal oversight and a lack of people and money as primary reasons behind the failure of the $165 million spacecraft on December 3.

Had the potential engine glitch been detected in time, controllers might have been able to save the spacecraft with a single line of computer instructions beamed from Earth. That command would have made sure the engine didn't quit early.

"One line of code would have done it," said John Casani, former head of flight programs at the Jet Propulsion Laboratory (JPL), who led the failure review board.

Instead, the lander took a suicide plunge to the surface. The beginning of the end came when its legs were deployed in preparation for landing and sensors on the legs gave erroneous signals that the spacecraft was already on the surface.

In fact the Polar Lander was 132 feet (40 meters) above the ground when the engine cut off and it crashed into the surface at 50 miles per hour (80 kilometers per hour) -- five times faster than intended.

"It probably would have pancaked," Casani said. "The legs would have broken off, it might have cart-wheeled or started rolling. You had two propellant tanks that were half full and those would have broken up, though I don't think there would have been a fire or an explosion.

"In the end, you'd have a lot of pieces to pick up," he said.

NASA Associate Administrator for Space Science Ed Weiler said the agency is working to improve communications, training and oversight of its programs.

Complicated missions like the Polar Lander, he said, were under-funded by about a third and money will now be put into reserve at headquarters to make sure managers have enough cash to do the job.

"In hindsight all mistakes are stupid," Weiler said. "We pushed [JPL] too far and I will not condemn them for it… We will continue to do missions faster and cheaper, but we're going to focus on doing them better."

Casani's team couldn't verify the engine shutdown scenario because the spacecraft wasn't carrying the necessary communications gear to tell controllers what was happening on its way down to the surface. Cash-strapped managers had failed to install the equipment, which would have cost a few extra million dollars.

"Given the total absence of telemetry data and no response [by the lander] to any of the attempted recovery actions, it was not expected that a probable cause, or causes, of failure could be determined," the report said. 

But the board put engine shutdown at the top of seven possible failures. It pointed to "compelling evidence" from the spurious signals in the lander legs.

The signals issue first came to light in early February during tests on the 2001 lander at spacecraft-maker Lockheed Martin's facilities in Denver. Investigators learned of those tests around February 8.

In the case of the twin Deep Space 2 microprobes that piggybacked aboard the Polar Lander, the board found the mission went ahead despite being neither adequately tested nor ready for launch.

For those microprobes, "there was no one failure mode identified as most probable," the report said. The microprobes could have bounced on the surface, suffered an electronic or battery failure or landed on their sides, interfering with the operation of their antennas.

Casani's board listed 22 separate recommendations resulting from the Polar Lander investigation. Among them: more oversight of contractors, more systems engineering, more testing of flight components before launch and less overtime of project workers.

The report found the 10-member Polar Lander team at JPL was overworked and under extreme pressure to meet cost and schedule restraints. Workers routinely put in 60-hour weeks; a few worked 80-hour weeks.

"You had young people and we put them in a box there was no way to get out of," Casani said. "If anything, they were going too fast. The staffing was so thin that many functions went only one person deep. That's too light."

The JPL team should have had at least another 20 people. The Lockheed team, which numbered about 100 people, could have used 30 more, Casani said.

One section of the board's report listed 23 separate recommendations for future landers at Mars. Those included better communications gear to avoid the information-blackout that controllers had with the Polar Lander. The board also advised improvements in the propulsion and thermal systems, computer software and the structural frame of future landers.

Polar Lander was the second Mars probe to fail last year. The companion spacecraft, the $125 million Mars Climate Orbiter, either broke up or burned up in the martian atmosphere due to controllers' confusion over metric and English measurements in plotting its trajectory.

SPACE.com's Pasadena Bureau Chief Andrew Bridges contributed to this report
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Faulty Sensors May Explain Capsule Crash

By KENNETH CHANG
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Published: October 15, 2004

The crash of a capsule returning fragile samples of solar particles last month was likely to have been caused by a design flaw that led to the sensors that were to deploy the capsule's parachutes being pointed in the wrong direction, a NASA investigatory panel reported yesterday.

The Genesis spacecraft had spent 850 days in deep space collecting particles of solar wind, charged atoms ejected at high speeds by the sun that may tell scientists about conditions that existed in the infant solar system nearly 5 billion years ago.

Mission designers had been so worried about possible damage and contamination to the collection plates that plans not only called for parachutes to slow the capsule's landing but a helicopter flown by a stunt pilot was to catch it in midair and then gently lower it to the ground.

Instead, when Genesis returned to earth on Sept. 8, neither an initial small parachute nor the main parachute deployed, and the capsule slammed into ground at nearly 200 miles per hour. 

The investigatory panel pointed to sensors that were designed to sense the tremendous forces of deceleration as friction during re-entry slowed the capsule down from 25,000 miles per hour. The sensors were then to send a signal to a computer that would deploy the parachutes.

A flaw in the design of the capsule, however, placed the sensors in an orientation that did not allow them to fully measure the deceleration, the panel said. Consequently, the sensors never sent the signal to the computer, and the computer never sent the command to deploy the parachutes.

"This single cause has not yet been fully confirmed, nor has it been determined whether it is the only problem within the Genesis system," Dr. Michael G. Ryschkewitsch, chairman of the investigation panel, said in a statement released by NASA yesterday evening. "The board is working to confirm this proximate cause, to determine why this error happened, why it was not caught by the test program and an extensive set of in-process and after-the-fact reviews of the Genesis system."

The crash broke open the capsule and smashed many of the collection plates, but mission scientists say they are nonetheless optimistic that they can still salvage much of the science.

Microsoft Releases New 'Critical' Patches
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By Brian Krebs, washingtonpost.com Staff Writer 

Microsoft Corp. today released an unprecedented number of software security updates to plug flaws in its products, including seven "critical" defects that it said hackers could use to hijack vulnerable computers running the Windows operating system.
The free updates, available at Microsoft's Windows Update Web site, are designed to fix at least 21 new vulnerabilities, several of which reside on nearly every version of the Windows operating system and affect hundreds of millions of computers.
Microsoft rated seven of the flaws critical, its most dire warning, saying that the holes could allow attackers to take control of affected PCs just by convincing users to visit certain Web sites. Three of the flaws reside on the company's Internet Explorer Web browser.
"I've never seen Microsoft release this many patches at one time," said Darwin Herdman, chief technology officer at Red Siren, a Pittsburgh based Internet security company. "The install base for these flaws is enormous."
Oliver Friedrichs, senior manager of security response at Cupertino, Calif.-based Internet security company Symantec Corp., said he is worried about a group of four flaws in the way Windows processes images and other digital content. These vulnerabilities, which apply to nearly all versions of Windows, pose the greatest danger for Windows home users, Friedrichs said.
Other computer experts worried about the security holes affecting software products mainly used in large and mid-sized business. Russ Cooper, chief scientist at Herndon, Va.-based TruSecure Corp., pointed to the patch intended to plug a critical software flaw in Microsoft's Server 2003 operating system and Exchange Server 2003, a program that manages incoming and outgoing e-mail.
The flaw in Exchange could allow hackers to take control over unsuspecting computer users' mail servers, forcing the computers to send spam and "phishing" e-mail scams.
"There are all kinds of bad things you could do with this flaw since Exchange servers are installed in some pretty high-profile companies," Cooper said.
Nearly all of the patches released today that affect Windows XP (news - web sites) -- the operating system of choice of more than 200 million home computer users -- were included in Service Pack 2, a massive security update Microsoft released in August. Consequently, XP users who have installed Service Pack 2 only must install two of the patches made available Tuesday.
One of those patches covers an Internet Explorer security hole rated "important" by Microsoft. The other is a re-release of a fix Microsoft released last month to mend a problem in the way the Windows operating system and Microsoft Office products process digital image files that could let attackers take control of affected PCs. Hackers have been exploiting the problem to conduct relatively minor attacks for weeks now. Microsoft said it re-issued the patch because it did not install properly on many PCs.
That re-issue also was designed to make it easier for people to install last month's fix. The September patch was included in Service Pack 2, and was made available through Microsoft's Windows Update site and its automatic update service. But many security experts criticized Microsoft for not making it clear that people with Office XP installed still needed to visit Microsoft's Office Update Web site to install an additional fix to be completely protected.
As a result of that feedback, Microsoft has agreed to make this particular patch for its Office XP patch available via its Windows Update site, said Stephen Toulouse, Microsoft's security program manager. Toulouse said Microsoft plans to roll out a one-stop Microsoft Update site sometime next year that provides automatic updates for all of the company's products from a single source.
