CSSE 513 – Intelligent Systems
RHIT
Due 11:55 PM – Thurs, Feb 19, 2015


Take-home exam 2.

A.  Instructions

Please take 2-3 hours for this exam – honor system.  It’s open book.  I’m looking for maybe 2 pages typed, single spaced, in addition to the length of the questions!  Add your answer by typing under each question.

On each question, put some depth.  I hope to see a representation of your own thinking, like applications of the ideas, beyond what’s in the book.


B.  Questions

1. Clustering with k-means:  Using the file credit.csv from the Chapter 5 materials, do the following:

> credit <- read.csv("credit.csv")  # or whatever directory the file comes from for you!
> str(credit) # to see what's in this file - the last column, "default" is especially important.
# We need to get rid of the factors, converting them to numeric, to use k-means:
> credit_matrix <- data.matrix(credit, rownames.force = NA)
> credit_num <- as.data.frame(credit_matrix) # converting it to a matrix and back works.
> str(credit_num) # You can now see what the original values have become.
> credit_z <- as.data.frame(lapply(credit_num, scale))
> str(credit_z) # Standardize their sizes, then take another look at them.
> credit_clusters <- kmeans(credit_z, 5) # try to divide the samples into 5 clusters.
> credit_clusters$size # see how the relative sizes turned out.
> credit_clusters$centers # Now for the fun part, for you to analyze!

The goal of the problem is to look at the column characteristics of these 5 clusters, and decide what to call them!  Note especially the final, "default" column values.  Negative is good (didn't default). Try to find other ways the 5 clusters differ, and write adjectives to characterize them, like "High years at residence."  You will end up with a guide for the loan officers, perhaps…


2. Evaluating model performance-1:  From the Confusion Table on p 137 of Lantz, calculate the Precision and Recall, and explain what these mean, in terms of using the model to decide on giving loans.


3.  Evaluating model performance-2:  Why have a separate set of data for validation, in addition to separating training and test data sets?  If we are careful, isn't the division into just training and test good enough?


4. Improving model performance:  On pp 348 - 350 Lantz compares random forests to boosted trees, searching for a best way to decide on that credit data!  Describe the merits of the solution he picked as a winner, in the ways you would try to explain this to someone at the bank who would then try to use it!


[bookmark: _GoBack]5. AI search-1:  Compare iterative deepening depth-first search to A*, in terms of worst case complexity.  Under what circumstances, generally, would each be better than the other?


6. AI search-2:  Suppose you had a search space where every other node, on average, was "close enough" to a shortest path that we'd take it as a solution.  What kind of search algorithm would you invent to take advantage of this search space? Clarification - This means,if you could look at the whole tree, on average, half of the leaf nodes would represent acceptable solutions.



7. Knowledge representation-1:  The MIT article you read said that, in classic logic, the only "sanctioned" inferences are "sound" ones - things that are always true given your set of assumptions.  Why isn't that enough for most knowledge bases, to give us the answers we want?


8.  Knowledge representation-2:  In the Stanford slides we went through, we saw that OO representation has a big organizational advantage over a "flat" set of logic about the world.  What two kinds of things do the KR people add to the logic, so as to make their knowledge bases more understandable as an organized set of stuff about the world:


9. Constraint satisfaction:  The CSP reading we'll do gives the following problem.  Explain how you would solve it:

The meeting ran non-stop the whole day. Each person stayed at the meeting for a continuous period of time. The meeting began while Mr. Jones was present and finished while Ms. White was present. Ms. White arrived after the meeting has begun. In turn, Director Smith was also present but he arrived after Jones had left. Mr. Brown talked to Ms. White in the presence of Smith. Could possibly Jones and White have talked during the meeting?


10. Genetic algorithms:  Once you've done the GA reading, create your own setup for a genetic algorithm, in the way the author does.  Define the problem - something fairly simple like his.  Then what the bits would mean in the bit strings.  Then what your "fitness function" would be.  Finally, please add a sentence or two about whether you think a genetic algorithm based on this (and operating the way the article describes) would be an effective way to solve the problem:  


C. Turn-in:

Put your .docx file in the Moodle drop box  provided by 11:55 PM, Thursday, Feb 19.  (I may use Word’s change mode to comment and grade it.)

