CSSE 513 – Intelligent Systems
RHIT
Due 11:55 PM – Thurs, Jan 15, 2015


Take-home exam 1.

A.  Instructions

Please take 2-3 hours for this exam – honor system.  It’s open book.  I’m looking for maybe 2 pages typed, single spaced, in addition to the length of the questions!  Add your answer by typing under each question.

On each question, put some depth.  I hope to see a representation of your own thinking, like applications of the ideas, beyond what’s in the book.


B.  Questions

1. Same thing only different:  Show by example what's really different about data frames, matrices and arrays in R:


2. Visualizing data:  Why would you look at a histogram of your data features, before choosing a machine learning algorithm to use with it?


3. Different kinds of data:  What is it, exactly, that's different in learning about numeric data versus categorical data?


4.  The big race for machine learning:  Why is machine learning suddenly a big deal to know about, and what is the main payoff?


5. Nearest neighbor:  This algorithm works best of a few features determine the categorization of an example.  Why does it fail when a lot of features each play a small role in that?


6. Naïve Bayes:  What is it exactly about Naïve Bayes that makes it naïve?  Give an example of your own, as to where this could lead to a problem:


7. Support Vector Machines:  Why are SVM's a preferred method of doing optical character recognition?


8.  Morality:  Facebook is considering using Neural Networks for "deep learnings about people's personal lives.  (See http://www.extremetech.com/computing/167179-facebook-is-working-on-deep-learning-neural-networks-to-learn-even-more-about-your-personal-life, and http://www.wired.com/2014/08/deep-learning-yann-lecun/.)  Describe the potential issues this further reach for profits might have, in terms of assumed privacy, using a scenario to make your point:


9. Comparison:  Describe the advantages and disadvantages of using both Naïve Bayes and a Neural Network to analyze diagnostic reports generated at a software support center:


10. Try another algorithm:  In Ch 5 Lantz tried data from a German bank on a Decision Tree algorithm, to see if it could predict loan defaults. The first try came up with 11 false positives vs 57 correct ones; but it also had 16 false negatives vs only 16 correct ones - not too good.  Lantz then tried improving this performance while staying with decision trees.  He also could have backed up to Ch 4 and tried Naïve Bayes on this same data.  Show what he would have gotten had he done this, by using this alternative to try to predict the loan defaults.  

Hint:  You can use the same two sets, credit_train, and credit_test, as in Ch 5, with this other algorithm.  E.g., 

credit_classifier <- naiveBayes(credit_train[-17], credit_train$default)   

See if you can get to a similar CrossTable output table, so that you can compare the results of this other algorithm.

Show the R-code interactions produced, and write a couple sentences summarizing your results.


Extra credit:

The same data as for Question 10 can be used to run a regression test a la Ch 6.  This will confirm that the high-ranking features used for tree branching, in the Ch 5 model, actually have a strong relationship with the outcome - loan defaults.  Try to set this up so that you can do an "lm" analysis like Ch 6.

You'll run into one small problem with the data, namely, that the regression test doesn't like having the predicted variable ("default") be anything but numeric.  It's currently a factor.  So, after:

> credit_ck <- read.csv("…/credit.csv") // then do:
> credit_ck1 <- transform(credit_ck, default = as.character(default))
> // which converts these "default" factors back to characters "yes" or "no".
> // You then need to get just slightly creative to make them numeric, something like this:
> YNtoNum <- function(x){
+     x <- ifelse(x == "yes", 1, 0)
+     return (x)
+ }
> credit_ck2 <- transform(credit_ck, default = YNtoNum(default))

If you survive that, you get a column of numbers for "default", the way "lm" likes them.  Then run the "lm" function to get a "credit_model", and the "summary" of that should show results you can discuss in this extra credit question.  (Note:  Running the "predict" function and then using the CrossTable thing for the analysis is a bit dicey here, because "predict" doesn't predict zeroes or ones as the result for "default" - it gives intermediate values.)

Please show the actual output of the "summary" function, in addition to your analysis vs the tree produced in Ch 5 of the book, for this same data.


C. Turn-in:

Put your .docx file in the Moodle drop box  provided by 11:55 PM, Thursday, Jan 15.  (I may use Word’s change mode to comment and grade it.)
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