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MULTI-CORE PROCESSORS 
ARE THE FUTURE

Improvements in CPU 
performance historically 
came from clock rate

Power consumption 
grows faster than 
clock rate

Multi-core processors 
are the answer
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Redefining Performance
For years, Intel customers came to expect a doubling 

of performance every 18-24 months in accordance with

Moore’s Law. Most of these performance gains came from

dramatic increases in frequency (from 5 MHz to 3 GHz in the

years from 1983 to 2002) and through process technology

advancements. Improvements also came from increases in

instructions per cycle (IPC). By 2002, however, increasing

power densities and the resultant heat began to reveal some

limitations in using predominately frequency as a way of

improving performance. So, while Moore’s Law frequency

increases, and IPC improvements continue to play an important

role in performance increases, new thinking is also required.

The best example of this new thinking is multi-core processors.

By putting multiple execution cores into a single processor

(as well as continuing to increase clock frequency), Intel is

able to provide even greater multiples of processing power.

Using multi-core processors, Intel can dramatically increase

a computer’s capabilities and computing resources, providing

better responsiveness, improving multithreaded throughput,

and delivering the advantages of parallel computing to

properly threaded mainstream applications.

A New Cadence for
Technological Advancement

Building on the foundation of Intel Core 
microarchitecture (introduced in 2006), Intel is
establishing a new cadence that will speed up the
delivery of products featuring superior performance
and energy-efficiency for years to come. Intel plans
to deliver a new, optimized energy-efficient perfor-
mance microarchitecture approximately every two
years that supports all its process technology
advancements. For instance, in late 2007, Intel
process technology will transition to 45 nm and
effectively double the number of transistors in a
given die size. In 2008 Intel will follow this gain with
a new microarchitecture codenamed “Nehalem”
expected to deliver new capabilities and several
percentage-point improvements in performance 
and energy-efficiency. This cycle will then move 
on to 32 nm and another new microarchitecture
targeted for 2010. 

A Fundamental Theorem
of Multi-Core Processors
Multi-core processors take advantage of a fundamental 

relationship between power and frequency. By incorporating

multiple cores, each core is able to run at a lower frequency,

dividing among them the power normally given to a single

core. The result is a big performance increase over a single-

core processor. The following illustration—based on our lab

experiments with commonly used workloads—illustrates 

this key advantage. 

Figure 1. Increasing clock frequency by 20 percent to 
a single core delivers a 13 percent performance gain, but
requires 73 percent greater power. Conversely, decreasing
clock frequency by 20 percent reduces power usage by 49
percent, but results in just a 13 percent performance loss. 
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Figure 2. Here we add a second core on the underclocked
example in Figure 1. This results in a dual-core processor
that at 20 percent reduced clock frequency effectively
delivers 73 percent more performance while using
approximately the same power as a single-core 
processor at maximum frequency.
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INTEL’S PROJECTIONS

80 cores by 2011

1000 cores within a decade



PROGRAMMING WITH 
EXPLICIT THREADS WILL 
NOT BE SUFFICIENT TO 

DEVELOP FOR 
THOUSANDS OF CORES



WHAT’S THE SOLUTION?

Some argue that 
languages designed to 
be parallelized are the 
answer

Erlang

Fortress

Actor
http://www.avertinghumanextinction.org



ERLANG

Agner Krarup Erlang

Mathematician, 
statistician, and 
engineering

Pioneered traffic 
engineering and 
queueing theory

Erlang prog. language 
developed at Ericsson
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ERLANG IS…

Functional

“Side effects and concurrency don’t mix.”

“Concurrency oriented”

Concurrency in the language not the OS

Model the world using “parallel processes that … 
interact … by exchanging messages”
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ERLANG IS…

Strongly typed like Haskell

But unlike Haskell, it is dynamically typed

Eager

Unlike Haskell, which is lazy

Reliant on pattern matching

Not whitespace sensitive
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DOWNLOAD AND
INSTALL AND TEST ERLANG

Instructions (and local copy of installer for Windows):
http://www.rose-hulman.edu/class/csse/resources/Erlang



ACK!  THE SHELL ISN’T 
RESPONDING

Did you remember the period at the end of the 
statement?

Try typing . followed by enter

Did you start but not close a quote?

Close it

Totally wedged?

Try Ctrl-Break  (Ctrl-C on Unixen)


