CSSE 477




Name ____________Key_____________

Biweekly Quiz

Tuesday, Sep 13, 2011
10 questions, 10 points each

Instructions:  These are all short answer questions, but explain each of them in enough depth to show convincingly that you understand the concepts involved.  Be sure to answer directly all parts of each question.  On questions requiring calculations, I'll give full credit if I can get the right answer by following the calculation steps you clearly laid out, just in case you didn't bring a calculator!
1.  Availability - definitions:  Bass makes a difference between "faults" and "failures" in a system.  Briefly, what's the difference?

Answer:  (Bass p. 79) Failures are observable from outside the system, like, noticeable to the customer or user.  They are something that occurs such that the system no longer delivers a service consistent with its specification.  Faults may be visible, but that would also make them failures.  Faults may also be masked or corrected so that they are not perceived as failures, like retrying a disk read error. 
2. Performance - remedies:  On a daily quiz we asked what "deadline monotonic" scheduling was.  What, in contrast, is "rate monotonic" scheduling?  And why is this an effective scheduling strategy for real-time systems?

Answer:  (Bass p. 115) Rate monotonic is a static priority assignment for periodic streams that assigns higher priority to streams with shorter periods.  This scheduling policy is a special case of deadline monotonic but is better known and more likely to be supported by the operating system.  It is effective because gives priority to things more likely to get done in time.
3. Performance - scenarios:  Fill in a scenario using the template below, for a requirement that a system in an overloaded state still be able to record incoming user transactions without dropping any:

Answer:

Source: External to the system.
Stimulus: Events arrive (the transactions)
Artifact: The running system
Environment: Degraded mode (overload)
Response: Records (100% of) incoming transactions
Response Measure:

4. Availability - calculations:  What's the availability of a system that crashes daily and takes 4 hours to restore when it does?  Show how you calculate this:
Answer:

Availability = Mean time to failure / (MTTF + Mean time to repair)
                     = 24 hours / (24 + 4) hours = 86 %

Also acceptable:

                     = 20 hours / (20 + 4) hours = 83 %

5. Performance - blocked time:  Suppose on Larman's "NextGen POS system" (from CSSE 374) he allowed store managers to do reports, on the same database that is used by the main application for scanning and checking-out customers.  Suppose further that generating the report data for the managers locks the same DB tables that the scanners use to read & update items, and that it takes 15 seconds of real elapsed time to do the joins that need this table locking.  Describe the impact that customers who are checking out will see, when a manager runs one of these reports:
Answer:  The likely impact is that the scanners still work but nothing shows as a result for 15 seconds, on each checkout lane where scanning is occurring.
6. Architecture - methodology:  Ok, you're here at Rose to learn "the truth" from us professors.  However, Bass argues that most knowledge of system architecture occurs on-the-job as you design systems and see how well they work.  So, our goal in this class is that you learn how best to apply that after-college cycle, for a lifetime of on-the-job learning.  Describe briefly the "system" for getting reliable feedback on your design decisions, which you were asked to use starting with the first CSSE 477 project:
Answer:  The system is to be more scientific about it, including recording the before and after statistics to measure improvements, making a hypothesis about what change will cause how much of an improvement, and then doing the change and analyzing the real outcome.
7.  Architecture - social impacts:  Describe two general ways in which the architecture of a system dictates organizational structure:
Answer:  It impacts the developing organization and also the organizations of the customers who will use it.  For example, the architecture can create groups who are working on defined layers or segments of the system.  And the use of the created system changes the organizations who use them (in both planned and unplanned ways).  Bass also mentions (pp 9 - 12) other organizational impacts, so I gave credit for those (in lieu of one of the above):  (1) The architecture of the system can influence the goals of the developing organization; (2) It can affect the relationship with the client organization; (3) It affects the architect, adding to his/her experience base; and (4) It may change the software engineering culture.
8.  A-7E - design:  The real-time OO software written for the A-7E had two classes of "function-driver" processes for the avionics, namely "periodic" and "demand driven" processes.  Describe how these two types of processes interacted:
Answer:  (Bass pp 63-4) The periodic processes gathered values of relevant inputs, calculated output values and called interface procedures to send those to the outside world.  The demand processes awaited triggering events and then calculated outputs based on those.  Bass doesn't detail how they interact, so I graded this one liberally.  The likely interaction is that the demand-driven ones occur first, and provide data for the periodic ones.
9. Performance - Little's Law:  Suppose you have a "peak hour" of a million transactions coming through your system.  To avoid overload, you want the 4 CPU's on your server to run at no more than 50 % of their capacity.  As a "budget," how many transactions per second must each CPU handle?  And thus, how many ms long can each transaction be?  Show your calculations. 

Answer: Each of the 4 processors has to handle 1,000,000 / 4 = 250,000 transactions / hour, or 
250,000 / 3,600 seconds/hour  = 69.4 transactions / second.  (First answer)

If we used 100% of each processor's capacity, this transaction rate would mean that each transaction could be 1000 ms / 69.4 =  14.4 ms long.  However, we want to run them at no more than 50% capacity, so the maximum time for each is 14.4 * 50% = 7.2 ms. (Second answer)

10.  Performance - queueing:  What's the queueing time for a resource that is 100% utilized, and why?  Argue from common sense, given that the activity arrives randomly at the resource.
Answer:  Infinity.  You could argue that it's indeterminate, depending on the actual pattern of arrivals.  But systems that are 100% utilized actually, in general, have more than 100 % demand coming in, and the queues build up indefinitely.
