   		474 HW 6 problems   (highlighted problems are the ones to turn in)
Not from textbook
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Not from textbook

1.  (p-10) This could have been on the previous assignment, but I wanted you to some time to think about it after you got the basics of regular expressions down.
      Use the Myhill-Nerode theorem (instead of the pumping theorem)to show that the language   
                 = {a},  L= {ap : p is a positive prime integer }  
      is not regular. In particular, show that for any pair of positive prime integers p and q, the   
      strings  ap and aq are in different equivalence classes of L.  This is not trivial.]
   [image: ]Show how you use the construction form the textbook

[image: ]
   [image: ]This link is primarily for summer students for which there is no “in-class”, but it may be helpful to winter term students as well.  The proof of the “in-class” algorithm and a complete example are given on the bottom of p33 and on pages 34-35 from this document, taken from “introduction to Automata Theory, Languages, and Computation by Hopcroft and Ullman (Addison-Wesley, 1979).
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        [image: ]
[image: ]There is an error in this diagram in the book.  The b-transition from q1 to q3 should not be there.  Remove it before doing the problem.

[image: ]6a.  That is, if M1 is a DFSM that accepts L1, and M2 is a DFSM that accepts L2, show how to construct a DFSM that accepts L1L2.  .  More specifically, if M2 = (K2, 2, 2, s2, A2) and M1 = (K1, 1, 1, s1, A1), describe using mathematical notation the five parts of the machine M that accepts L1L2.  
7a.  I recommend doing it by construction, starting with a FSM that accepts L.
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5. (t-20) Consider the DFSMM below. Use the algorithm from class to find a regular expressionr such
that L(R) =L(M). You should calculateall of the 1y for k=0 and k=1. Fork>1, youare only
required to calculate as many of the 1. as needed to do the recursive steps that thealgorithm actually
needs to get the answer. Be explicitabout the ones that you do calculate.
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13. Show a possibly nondeterministic FSM to accept the language defined by each of
the following regular expressions:

a (@ Uba)b U aa)*.
b. (b Us)(ab)*(aUs).
e (babb*U a)*.




image5.png
d. (ba U ((a U bb)a*b)).
e (a U b)*aa(b U aa)bb(a U b)*.
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15. Consider the following DFSM M:

a. Write a regular expression that describes L(M).
b. Show a DFSM that accepts =L (M).
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20. For each of the following statements, state whether it is True or False. Prove your
answer.

a (ab)*a = a(ba)*.
b. (@ Ub)*b(a Ub)* = a*b(a Ub)*

(@Ub)*b(a Ub)*U (a Ub)*a(a Ub)* = (aUb)~
(@Ub)*b(a Ub)*U (@aUb)*a(aUb)* = (aUb)"
(aUb)*ba(a Ub)*Ua*h* = (a Ub)*

a*b(a Ub)*= (aUb)*b(aU b

If o and £ are any two regular expressions, then (o« U B)* = a (Ba'Ua).
If o and £ are any two regular expressions, then («£)*a = a (Ba)*.
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6. Prove by construction that the regular languages are closed under:
a. intersection.
b. set difference.
7. Prove that the regular languages are closed under each of the following operations:
a. pref(L) = {w: Jx=S*(wxeL)}.
b. suff (L) = {w: Ixe S*(xweL)}.
e reverse(L) =

xe3*:x = wh for some we L}.
d. letter substitution (as defined in Section 8.3).
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5 LetL={a"": ).
a. Show a regular expression for L.
b. Show an FSM that accepts L.
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7. Use the algorithm presented in the proof of Kleene’s Theorem to construct an FSM
to accept the language generated by each of the following regular expressions:
. (b(bUs)b)™.
b. bab U a*.

8. Let L be the language accepted by the following finite state machine:

Indicate, for each of the following regular expressions, whether it correctly de-
scribes L:

. (a U ba)bb*a.
b. (2 Uba(bb*a)*.
¢ ba U ab®a.

d. (a U ba)(bb*a)*.




