Day 9 notes (things to put on the board)

Slide 9
INFORMAL RESTATEMENT OF LEMMA:  If the original NDFSM M starts in state q and, after reading the string w, can land in state p (along at least one of its paths), then the new DFSM M' must behave as follows: 

          When started in the state that corresponds to the set of states the original machine M could get to from q without consuming any input, M' reads the string w and lands in a state P (which is a set of M's states) that contains p. 

Furthermore, The only-if part implies:  M' (starting from q and reading w) must end up in a "set state" that contains only states that M could get to from q after reading w and following any available epsilon-transitions.
Slide 11  base case if part
Since w =   and M' (being deterministic) contains no -transitions, M' makes no moves.  So M' must end in the same state it started in, namely eps(q).  So P = eps(q).  
Now, since P contains p, then p  eps(q).  But, given the definition of eps, this means that, in the original NDFSM M, p is reachable from q just by following -transitions.  So (q, ) |-M*(p, ) .
Slide 12  base case if part
If |w| = 0 and the original machine M goes from q to p with only w as input, it must go from q to p following just -transitions.  So p  eps(q).  
M' starts in eps(q).  Since M' contains no -transitions, it will make no moves at all if its input is .  So it will halt in exactly the same state it started in, namely eps(q).  So P = eps(q) and thus contains p.  
So M'  halts in a state that includes p.

Slide 16  What we need to prove
In other words, after processing z, M will be in some set of states S, whose elements well write as si. M' will be in some "set" state that we call Q. Again, well split the proof into two parts:
Slide 17 if part
If, after reading z, M' is in state Q, we know, from the induction hypothesis, that the original machine M, after reading z, must be in some set of states S and that Q is precisely that set.  
If we have that M', starting in Q and reading x lands in P, then, from the definition of ', P contains precisely the states that M could land in after starting in any state in S and reading x.  Thus if p  P, p must be a state that M could land in if started in si on reading x.
Slide 18 only if part
By the induction hypothesis, if M, after processing z, can reach some set of states S, then Q (the state M' is in after processing z) must contain precisely all the states in S.  So, from Q, reading x, M' must be in some set state P that contains precisely the states that M can reach starting in any of the states in S, reading x, and then following all  transitions.  So, after consuming zc, M', when started in eps(q), must end up in a state P that contains all and only the states p that M, when started in q, could end up in.
Slide 19 Back to the theorem
[bookmark: _GoBack]After first sentence of second bullet:  In other words, the new machine, when started in its start state, can consume w and end up in one of its accepting states. This follows from the lemma, which is more general and describes a computation from any state to any other.









