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1. (review) By definition, the true positive rate of a classifier is the ratio of: 


2. What is a hyperplane? What formula is used to represent one for a space made of points x? (bold = vector) 


3. For wTx + b to be considered a signed distance from the hyperplane, what must be true of w?


4. Given the choice of hyperplanes separating data from 2 classes, what criteria is used by an SVM to choose the “best” one?


5. Explain in your own words why support vectors are called by that name.




6. Given a hyperplane wx + b = 0 and a set of training points and labels (xi, yi) for i in [1..n], what series of inequalities shows the constraints that the points must lie outside the margin? (Hint: if the yi have values of +1 and -1, then we can write them all in a single statement.)




7. Rewrite the previous statement but adding a slack variable for each training point.




8. What is true about the slack values for support vectors? 

9. Does this mean they are misclassified? Explain. 




10. The sum of the slack variables is bounded by a hyper-parameter C, the “box parameter”. How do we tune the value of C to try to avoid underfitting or overfitting?

11. (Clear/muddy) If online, this question may have special instructions. (a) Clear: Write a detailed summary of the points that became clear during this lesson and that you don’t want to forget (if in class, you may have to do it after the quiz is returned). (b) Muddy: Then list anything from this session that you found confusing and will need to study more (if none, please write “None”). 
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