


CSSE463 - Image Recognition						Quiz08b

Name:___________________________________________________         	Grade:_____/10

1. (Review) What is gradient descent? 



In neural net training, we do gradient descent on the network’s ______________________.

2. ______________ gradient descent (SGD) does what differently than regular gradient descent? Why? 




3. What three things must be specified to train a neural network?





4. What is the most important hyper-parameter to learn during training to prevent overfitting? Draw and label a graph of the error rate on the training and validation sets vs time to illustrate this.







5. Reflection summary: Consider these sets: training, validation, and test sets. Explain the purpose of each in the context of CNNs: what exactly is each used to learn? 








6. In MATLAB, deep networks are built out of ___________.

7. What is transfer learning?





11. Why do we do it?






12. How else can we re-use part of a CNN to perform classification?




  
(Clear/muddy) If online, this question may have special instructions. (a) Clear: Write a detailed summary of the points that became clear during this lesson and that you don’t want to forget (if in class, you may have to do it after the quiz is returned). (b) Muddy: Then list anything from this session that you found confusing and will need to study more (if none, please write “None”). 
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