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Use the following graph for questions 1-3. x is a generic circularity feature, 1 = circles, 2 = non-circles: 
 (
x
p(x)
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1
)
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
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)
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)
1. Draw the decision boundary that maximizes the accuracy of a classifier that distinguishes between circles and non-circles.

2. Label the regions corresponding to false positives and false negatives on the graph.

3. Approximate the true positive rate of the classifier that uses the decision boundary you drew in (1)

4. In an earlier class, we discussed two types of classifier reject options. Please label in the graph one region corresponding to each type of rejection. 

In the horse racing example given in class,
	S             \        H
	Win
	Lose

	Rain
	15
	15

	Shine
	5
	65



Find the following:
5. P(H=lose, S = shine) =

6. P(shine) = 

7. Calculate directly: P(H = lose|S = rain) 

8. Calculate using Bayes’ Rule: P(H = lose|S = rain)


9. (2 pts) Consider the statistics for indoor and outdoor images given in class. Given p(flash | indoor) = 0.9 and p(flash|outdoor) = 0.3, as shown in the graph. Assume the flash doesn’t fire.
[image: ]
a) Which class is more likely if P(in) = P(out) = 0.5 
(no prior info)?




b) Which class is more likely if P(in) = 0.6? 





10. (0) Tell your instructor about anything from today's session (or from the course so far) that you found confusing or still have a question about. If none, please write “None”. 
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