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1. What is the primary characteristic of unsupervised learning that distinguishes it from supervised learning? 







2. (2 pts) This equation gives the goal of k-means clustering: 
a. Explain it in words.








b. What is the independent variable in the equation, i.e., what changes over time as the algorithm progresses to optimize the function?









3. Write out the steps in the k-means algorithm.












4. (2 pts) Show the steps of the algorithm using 2D spatial distance on these 2 data sets, with initial cluster means A and B:
(I.)							(II.)   (
(A)
(B)
(B)
(A)
)








5. It is possible to initialize the algorithm with K means, but one of those means gets no points assigned to it, and thus at the next iteration, is then located at the mean of 0 points, which renders it useless. Give such a case, drawing a data set and the initial positions of the means (like I did in the previous question).





6. Name two limitations of k-means clustering

	1.

	2.

7. [bookmark: _GoBack]What distance measure (hint: it’s not spatial distance) will we use in the K-means exercise?


8. Give an example of 2 colors, other than pure white and pure black, that are the maximum distance apart in RGB space. Please give the RGB triplets for each.
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