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0. (1) Brain-dump: list 3 things that you remember about SVMs:
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1. (1) Sketch and label the general model of a McCulloch-Pitts perceptron.







2. (2) Describe two transfer functions used to condition the outputs of a perceptron:



3. Give the weights, including w0, for a perceptron modeling the specified gate. Then verify that it computes the gate’s relationship correctly using a truth table. If it can’t be done, then explain why not.

a. (1) AND





b. (1) NOT 

										(part c on reverse)

c. (1) XOR







4. (2) Sketch and label the typical structure of a feedforward neural network used for classification:







5. (1) What is the basic idea of the backpropagation algorithm?





6. (1) Back to SVMs: The complexity of classification using an SVM is O(sd), 
where s is____________________________  and d is ____________________________




7. (0) Tell your instructor about anything from today's session (or from the course so far) that you found confusing or still have a question about. If none, please write “None”. [You may always write comments to this effect, even if I don’t specifically ask for them!]
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