CSSE463 Image Recognition 
       Lab 7: Using PCA to Study Web-cam Data


Objective:

1. Implement the PCA algorithm, use it to compute the top eigen-images of a large set of webcam data. 

2. Project images down to the computed eigenspace.  

Deliverables:

All scripts/functions: 
/50 correct and complete

Word doc with images all together, nicely formatted:
/30 pts: Correct 3 eigen-images

/10 pts: c1 plot
/10 pts: Professionalism of writeup.
Overall Directions:

1. Download the appropriate set of webcam images. Which you download depends on the first letter of your last name: 
A-H: http://www.cse.wustl.edu/~jacobsn/projects/webcam_dataset/data/15_week.tgz 
I-O: http://www.cse.wustl.edu/~jacobsn/projects/webcam_dataset/data/82_week.tgz 

P-Z: http://www.cse.wustl.edu/~jacobsn/projects/webcam_dataset/data/190_week.tgz 
Pre-allocate a matrix to hold all the images, one in each column.
2. Loop through the folder of images:

a. You may want to reduce each image using Matlab’s imresize (by a factor of as much as 8) so that it doesn’t use too much memory.

b. Insert it as a column into a matrix, using either the reshape command or the colon operator. 

3. Center the data around the mean image (by subtracting the mean image from each image in the matrix.)
4. Compute the covariance matrix, as discussed in class.

5. Find the top 3 eigenvalues, e1, e2, and e3, and their corresponding eigenvectors v1, v2, and v3, of the matrix. Hint: use Matlab’s eigs(), not eig(), to do this; it’s much more efficient when you only want the top eigenvalues and corresponding eigenvectors. 
6. Look at the top 10 or so eigenvalues. You should see that they are decreasing in size. The more rapidly they decrease, the more variance you have captured in the dimensions up until that point.

7. Reshape v1, v2, and v3 to get the eigen-images. You’ll need to normalize each one to the range [0,255], of course. 
8. Project the images in the data set onto this 3D image-space. The 3 coordinates (c1, c2, and c3) for a given image are the coefficients that satisfy the approximation:

img ~ mean + c1v1 + c2v2 + c3v3

9. Plot the c1’s, one per image, together, to find their change over time. Something like:

plot(1:nImages, c(1,:)) 
will do the job. Copy the plot into your Word doc (you can export it as a png to facilitate this). 
