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Summary of Example-Based Super-Resolution Paper

	When images are rendered, as the camera zooms in on an object, the quality of the image can become blurry which is an undesirable result. There are solutions involving using interpolation in order to try to achieve resolution independence, but those types of methods usually introduce artifacts and blurred edges. Super-resolution algorithms are the methods that try to make the zoomed in pixel-based images high quality and independent of resolution. This topic has many applications to the fields of graphics and image processing.

	One key to achieving super-resolution is by trying to do image interpolation between the samples of a particular photograph. There are three ways to increase an image’s apparent resolution, simple sharpening of an image by observing the frequency spectrum, aggregating multiple frames from video data, and the focus of the article which is single-frame super-resolution. The article uses training sets in order to have an algorithm learn how to interpret fine details of images based on plausible information from previous data sets. 

	Training sets are created based on a high resolution image, and degrading the high resolution image until it gets to the degradation level that is expected for the final product. The low resolution images have an interpolation method, such as cubic spline interpolation, applied to them to match the resolution of the high resolution images. Then the high-resolution patches are matched with every possible low-resolution patch. 

	For the super-resolution algorithm, in order to get meaningful results, neighborhood results must be examined. There are two methods discussed in order to exploit these neighborhood effects, which are using a Markov network to determine probabilities of high and low resolution patches and using a one-pass algorithm that approximates the Markov network solution.

	The Markov network contains statistical dependencies between observation nodes, which for this application are the low-resolution patches, and the hidden nodes that are what we are trying to estimate. The article denotes these nodes as “y” and “x” respectively. The equation to find the probability of a high-resolution patch choice is in equation (1). 
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Where Ψ is the compatibility matrix that relates neighbor x’s and ϕ are vectors that relate x and y at the same node i, with j being the neighboring node. Z is just a constant that normalizes the product. In order to obatain an adequate Ψ, high-resolution patches overlap each other by at least one pixel. In these overlap regions, the result of neighboring patches should be the same. This caused the authors to measure the squared difference between xi and xj in the overlap region denoted as d in order to form the compatibility matrix in the equation below. 
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Where σ is a noise parameter. ϕ is formed in the same manner, only relating xi and yi instead. The best fitting high-resolution patch for a given node is whatever makes that Markov network probability the highest. Finding an exact solution is not fast, so belief propagation is used to make the algorithm faster. Belief propogation is an iterative algorithm that uses “messages” denoted as m between the nodes i and j that modify probabilities of high-resolution patches. The equation for these messages to update from node i to j is in equation (2) below and sums across all the xi at node i while the product is over all neighbors of node i except for node j.
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which will be used once it converges to find the marginal proability, denoted as b, in equation (3) 
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 that typically converged in three or four iterations.

	The quick convergence of the Markov network instigated the authors to try to use a one-pass algorithm. With careful structuring of the training data, only the neighboring high-resolution patches that are already selected are used to calculate compatibility. This avoids the necessity to calculate some of the randomness that is accounted for in the previous Markov network discussion. This one pass method attempts to generate the high-frequency content of an image based on the low-frequency patches and the results of adjacent high-frequency patches. The prediction then combines the input and the generated high-frequency content in order to create an output image. In order to search for a good match between the high-frequency content of the image and a corresponding one from the training set, a tree is generated from the training set based on increasing variation while splitting the information in half in order to maintain a balanced tree. When searching through this tree, once a best-first match is found, the information from the nearest neighbors of the training set are taken into account. The pairs of high-frequency and low-frequency patches are concatenated based on the overlap method discussed earlier and a weighing factor [image: ] , where the low-frequency patch is M x M and the high-frequency patch is N x N, that is multiplied to the high-frequency prediction patch to create the search vector.

	The general results were that their methods of producing super-resolution images were very similar and that they could create high quality zooms. Even when the training set was of pictures of unrelated topics, the algorithm did well in producing the high-frequency effects that would normally be lost. However, the training set would have to be relevant enough to the picture it was being applied to, i.e. using text as a training set does not apply well on scenic pictures. The algorithm also did not do well to distinguish artifacts left by jpeg compression and actual detail in an image. The article in general focused on single images, and specifies that moving images would have to approached differently. The article used a training-based approach to help enlarge images while maintaining relative resolution independence.
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