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Abstract—Novice programmers often learn programming by implementing well-known algorithms. There are several challenges in the process. Recommendation systems in software currently focus on programmer productivity and ease of development. Teaching aides for such novice programmers based on recommendation systems still remain an underexplored area. In this paper, we present a general framework for recognizing the desired target for partially-written code and recommending a reliable series of edits to transform the input program into the target solution. Our code analysis is based on graph matching and tree edit algorithms. Our experimental results show that efficient graph comparison techniques can accurately match two portions of source code and produce an accurate set of source code edits. We provide details on implementation of our framework, which is developed as a plugin for Java in Eclipse IDE.
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I. INTRODUCTION

Learning how to program can be a challenging endeavor to many novices. Past research has exposed many barriers to learning programming languages, APIs, and frameworks [15, 21]. Novices often think about problems in the situation model, which is an imprecise mental model of the problems. Translation of problems in the situation model to a precise system model (represented by artifacts such as source code) often requires external help [7].

Given a programming problem, a novice may not know how to break it into meaningful pieces (design barrier). Even if he breaks the problem properly, he may not know which programming elements to choose to get the desired result (selection barriers). After selecting programming elements, he may not know how to make them work together (coordination barriers) or how to use them correctly (use barriers). Assuming he was successful in all of these steps, he may now wonder why it did not work as expected (understanding barriers). Even if he was able to form an idea as to why the algorithm did not work, he may not know how to check the internal properties of the program to validate his idea (information barriers). Ko et al. identify these learning barriers as some of the central challenges in programming software systems [15]. Fischer, on the other hand, argues for a software framework consisting of the necessary toolset to overcome the barriers between the situation model and the system model [7].

As instructors of introductory programming courses for several years, we have experienced that example-based learning [1] and few coaching sessions can help overcome the design and understanding barriers to some extent. There are debugging tools [13, 17] to help with information barriers that work well. The selection, coordination, and use barriers, however, present a unique challenge as they require constant guidance from instructors. Due to the lack of time, instructors may fail to provide such guidance to novices.

Search-based tools [3, 9, 10] may help novices to some extent, however, past research has shown that novices may not know how to formulate the right queries to get meaningful help from such tools [14]. An automated tool integrated with a novice’s development environment that could read his code, recognize the pieces of algorithms being implemented, and recommend a set of source code edits to achieve the correct solutions iteratively seems ideal in this context. This work is an effort in that direction.

We make the following key contributions: i) given a source and multiple target implementations, we present algorithms for recognizing the best matching target implementation, ii) given a source and target implementation, we present algorithms for evaluating edit recommendations, and iii) we present a non-invasive visualization of edit recommendations integrated to a novice’s development environment.

In the rest of the paper, we present a typical use case of the framework in Section II, discuss related works in Section III, present the framework’s design in Section IV, discuss results in Section V, identify limitations and discuss future work in Section VI, and finally, conclude the paper in Section VII.

II. A MOTIVATING EXAMPLE

Let’s assume that an instructor wants to use our framework and has all of her students install our plugin in their Eclipse IDE. The following is the typical use case:

1) The instructor will create programming problems.
2) She will create/find different implementations of the programming problems (Java files) and supply it to the students’ IDEs as knowledge bases. Note that the current prototype stores files locally. This process can be improved by having a remote server host the encrypted version of target implementations to discourage students from directly copying the code.
3) Among other relevant help, she will provide students some guidance in designing the solutions.
4) A student writes some code for a problem in the set. When he gets stuck, he will press the help button of the framework. The framework will read his code, search for the best matching implementations in the knowledge base, and recommend the next set of edits towards the best matched solution using error markers (see Figure 1). In Figure 1a, two recommendations...
the same variable between source and target code can be an issue. A node mapping isomorphism technique can be used where, for example, all instances of the variable \( i \) in the source is mapped to the variable \( p \) in the target program [19]. The algorithm stops after finding the first structural difference, but our problem requires all differences.

Falleri et al. propose a method of source code differencing using AST called the Gumtree algorithm [6]. Given two ASTs, the algorithm uses two phases to produce a mapping of matching (or minimum difference) subtrees from one tree to another that can be fed into an algorithm to compute an edit script. Gumtree is similar to our pq Gram-based algorithm in that it is focused on producing fine-grained, realistic edit sequences. Gumtree has a worst-case complexity of \( O(n^2) \), where \( n \) is the number of nodes in the larger tree and assumes the source and target are known. For a tool whose goal is to determine the target and determine edits, this algorithm could only feasibly be used after the closest target is determined.

**Graph Matching**:
A method for fast exact graph matching is proposed by Etheredge, making use of adjacency matrices [5]. However, the given algorithm does not take node labels into account and only performs subgraph matching. We need the best overall match between two graphs. Seeking an approach to match source code and extract edits in one pass, we explored the VF graph isomorphism algorithm [20]. A drawback of the VF technique is that it does not ensure an optimal mapping between the two given trees. An objective function would have to be introduced for optimal mapping. Determining this objective value is the essential problem we are trying to solve, thus, making this method ineffective.

We took inspiration from the similarity matrix based graph matching technique [30] to develop a preliminary algorithm for comparing graphs. In the algorithm, we compare the label as well as total number of incoming and outgoing edges of each node in the two graphs. This algorithm runs in \( O(n^3) \) time and takes \( O(n^2) \) space. We switched to a more efficient pg-gram based algorithm [2] discussed shortly.

**Tree Edit Distance**: Tree edit distance refers to the minimal number of node insertions, node deletions, and node relabelings required to transform a given tree \( T \) into a desired target \( T' \), as originally detailed by Tai as an extension of the string edit problem [28]. If \( V \) and \( V' \) are the number of nodes in trees \( T \) and \( T' \), respectively, and \( L \) and \( L' \) are their respective maximum depths, Tai presents a node-mapping approach which computes the edit distance in \( O(V \cdot L' \cdot L^2) \) time. Zhang and Shasha improved on the time complexity of Tai’s approach by eliminating certain subtree distance calculations to \( O(V^2 \cdot \log^2(V)) \), where \( V \) is the number of nodes in the larger of the two trees [26].

An approximate but faster version of the tree-edit distance algorithm called pq-Gram is developed by Augsten et al. [2]. The algorithm considers both labels and overall structure of the trees during comparison. It breaks the given trees into smaller structures and compares the two for similarities. We use pq-Gram to identify the best matching target code.

Figure 2 illustrates how pq-Gram profiles are created from the given source code. The granularity at which a tree can be broken down is given by the values \( p \) and \( q \), which are the number of non-leaf and leaf nodes in the smaller structure, respectively (Figure 2c). The algorithm adds null (*) nodes

Fig. 1: The framework offering recommendations using markers based on the best matching target implementation.

5) Step 4 repeats until he gets the solution right. In this way, novices will work independently while still getting help to overcome their learning barriers. It is possible that students may rely heavily on the framework rather than solving the problem themselves. To discourage such situations, as a future work, the framework will allow configurations that throttle recommendations based on the frequency of requests.
to break each tree into all of its subtrees of the same shape. Figure 2d is the first pq-Gram corresponding to the root node of the AST in Figure 2b. Similarly, Figure 2e is the beginning of the AST in Figure 2a. In the best case scenario, to maximize computational efficiency, we developed a new recommendation algorithm based on the pq-Gram profiles obtained earlier. The algorithm has four steps: acquiring pq-Gram profiles (Section IV-B1), building common subtrees (Section IV-B2), identifying naive edits (Section IV-B3), and finally, minimizing insertions and deletions (Section IV-B4).

1) Acquiring pq-Gram Profiles: The edits rely on information from the pq-Gram profiles, $T_s$ (source) and $T_t$ (target), which are computed in the previous stage (Section IV-A). To help understand all of the steps involved in edit recommendations, let’s use a running example of Figure 3. The algorithm will be carried out with $T_s$ and $T_t$ shown in Figure 3a and 3b, respectively. The pq-Gram algorithm begins by extending each tree with null nodes to ensure each node has the necessary number of siblings and children (Figure 3c and 3d). Then, using the algorithm described in [2], the profiles corresponding to $T_s$ and $T_t$ are computed (Figure 3e and 3f). At this point, we proceed to building common subtrees.

2) Building Common Subtrees: By building the common subtrees, a considerable number of nodes and edges are removed and not considered for further edits. Note that the pq-Gram tuples are of the form $(a_1, a_2, ..., a_p, c_1, c_2, ..., c_q)$, where $a_i$ is the parent of $a_{i+1}$, and $a_p$ is the parent of each $c_i$. Algorithm 1 takes advantage of this form by first, adding all nodes as roots of common subtrees and then, by removing them once they have been added as children to another common node. At the end, $B_S$ holds the set of roots of the common subtrees of $T_s$ and $T_t$.

For our example in Figure 3, $C_S = \{(+, A, C, +, +)\}$. Hence, $B_S = \{A\}$ and $A \rightarrow C$ is the only common subtree.

3) Identifying Naive Edits: The simplest set of edits is to delete all extra nodes (those not in the common subtrees) in $T_s$ and subsequently insert all missing nodes (those not in the common subtrees) in $T_t$ (Algorithm 2). Any nodes that show up in the extra tuples ($E_S$) and not in the common tuples ($C_S$)
Extended pair can be removed: algorithm 2. There are two cases for which an insertion or deletion relabelings, as shown in algorithm 3, in an effort to minimize likewise, the extra component (from R to the set of deletions (C) missing components (in {A, B}). We now add these to the set of insertions (C) and deletion can be replaced by a single relabeling, x is being relabeled to y (i.e. (x, y) is in the set of relabelings).

Algorithm 1 Building common subtrees of T_s and T_l

Require: pq-Gram profiles I_s, I_l
Ensure: C_s is roots of common subtrees of T_s and T_l

\begin{verbatim}
C_s ← I_s ∩ I_l
B_s ← {} for all \((a_1, a_2, ..., a_p, c_1, c_2, ..., c_q) ∈ C_s\) do
   B_s ← B_s ∪ \{a_1\}
   B_s ← B_s ∖ \{a_2, ..., a_p, c_1, c_2, ..., c_q\}
end for
\end{verbatim}

must be deleted, while all nodes that show up in the missing tuples (M_s) and not in C_s must be inserted. Note that this set of edits is a correct solution, but not an optimal one.

Algorithm 2 Identifying insertions and deletions

Require: pq-Gram profiles I_s and I_l
Ensure: A_s is the set of insertions, R_s is the set of deletions

\begin{verbatim}
A_s ← \{\}, R_s ← {} C_s ← I_s ∩ I_l M_s ← I_s ∖ C_s E_s ← I_l ∖ C_s for all \((a_1, a_2, ..., a_p, c_1, c_2, ..., c_q) ∈ M_s\) do
   A_s ← A_s ∪ \{(a_{i−1}, a_i)\} for 2 ≤ i ≤ p if a_i ∉ C_s
   A_s ← A_s ∪ \{(a_p, c_i)\} for 1 ≤ i ≤ q if c_i ∉ C_s
end for
for all \((a_1, a_2, ..., a_p, c_1, c_2, ..., c_q) ∈ E_s\) do
   R_s ← R_s ∪ \{(a_{i−1}, a_i)\} for 2 ≤ i ≤ p if a_i ∉ C_s
   R_s ← R_s ∪ \{(a_p, c_i)\} for 1 ≤ i ≤ q if c_i ∉ C_s
end for
\end{verbatim}

Returning to our example in Figure 3, recall that C_s = \{(*, A, C, *, *)\}. Missing tuples (M_s) and extra tuples (E_s) are shown in Figure 4a and 4b, respectively. Notice that the missing components (in M_s) are the relationships A → X and C → Y. We now add these to the set of insertions (A_s). Likewise, the extra component (from E_s) is A → B. We add it to the set of deletions (R_s). At the end of Algorithm 2, A_s = \{(A, X), (C, Y)\} and R_s = \{(A, B)\}.

4) Minimizing Insertions and Deletions: We now introduce relabelings, as shown in Algorithm 3, in an effort to minimize the number of insertions and deletions generated by Algorithm 2. There are two cases for which an insertion or deletion pair can be removed:

1) A node a is being deleted from x, and a node b is being inserted onto x. In this case, the insertion and deletion can be replaced by a single relabeling, mapping a to b.

2) A node a is being deleted from x, and the node a is being inserted onto y, and x is being relabeled to y (i.e. (x, y) is in the set of relabelings).

Notice that in either case, the insertion and deletion can be removed, and only in the first case do we replace them with a relabeling. In the second case, the insertion and deletion are simply inverses of one another.

Algorithm 3 Minimizing insertions and deletions

Require: Set of insertions A_s and deletions R_s
Ensure: N_s is the set of relabelings, A_s and R_s the minimized sets of insertions and deletions

\begin{verbatim}
N_s ← {} for all \((p_i, c_i) ∈ A_s\) do
   for all \((p_d, c_d) ∈ R_s\) do
      if N_s(p_i) = N_s(p_d) then
         if c_d ≠ c_i then
            N_s ← N_s ∪ \{(c_d, c_i)\}
         end if
      end if
   end for
end for
\end{verbatim}

At the end of Algorithm 3, we are left with three sets, one each for relabelings, insertions, and deletions. These three together represent the total set of edits. To finish our example in Figure 3, recall that A_s = \{(A, X), (C, Y)\} and R_s = \{(A, B)\}. Because we must remove B from A and insert X onto A, those edits can be squashed into one by replacing them with a relabeling, B → X, so N_s = \{(B, X)\}. By removing one insertion and one deletion, we are left with A_s = \{(C, Y)\} and R_s = \{\}. Thus, the final set of edits can be described as follows: i) relabel B to X, and ii) insert Y onto C in Figure 3a. Starting from T_s, this sequence of edits will indeed match T_l. This concludes our discussion on recommendation.
algorithms. We now discuss an issue with variable names that needed special handling.

C. Issue with Variable Names

The source and target programs may use different names for the same variable. Since our approach utilizes node labels, we want to ensure the variable names have no (or minimal) impact on both the pq-Gram distance scores and the recommended edits. To address this issue, we slightly altered the AST parsing process. As the Java method is parsed, a mapping is constructed, where each unique identifier points to all of its nodes in the AST. We proceed through the recommendation algorithm as is. We then filter out the target code identifiers while maintaining the effect of the edits as follows. If \( i \) is a string identifier, let \( M(i) \) represent the set of nodes corresponding to each use of \( i \) in the user’s code, and let \( N \) be an empty map which will be used to keep track of equivalent variables between the source and target code. For each \( i \), if there exists a relabeling of \( i \) corresponding to each node in \( M(i) \), consider two cases:

1) If each relabeling maps \( i \) to the same \( i' \), then remove all of the relabelings associated with \( i \) and add \( i' \rightarrow i \) to \( N \).

2) Otherwise, for each relabeling \( i \rightarrow i' \),
   a) If \( i' \in N \), change the relabeling to \( i \rightarrow N(i') \).
   b) Otherwise, if \( i' \) refers to a variable in the user’s source code, keep the relabeling, as it refers to a variable that is in use.
   c) Otherwise, remove the relabeling, because the variable name is not of interest.

All of these algorithms work together to create an optimal set of edit proposals for the user. Since Eclipse provides support for mapping AST nodes to the source code, we are able to use the error notification markers of Eclipse to denote regions in the user’s code where changes need to be made.

V. RESULTS

Our framework relies heavily on the ability of the target recognition algorithm (Section IV-A) to react to the following situations appropriately:

1) As the differences between two fragments of code increases, the pq-Gram distance also increases.

2) The trend in pq-Gram distances should have minimal impact due to variable name differences (Section IV-C) in the source and target programs.

As a preliminary evaluation of our prototype, we focus on validating these two key technical assumptions. A thorough evaluation of edit recommendations (Section IV-B) needs user studies and is out of the scope of this paper.

To test these assumptions as well as the recommendation algorithm itself, a knowledge base of 32 different searching and sorting algorithms was built, each featuring a test suite of perturbed implementations. The test suites were divided into four complexity classes as follows:

1) Semantically equivalent: syntactic differences, but semantically equivalent methods;
2) Minimal: edits are minimal, including at most a few relabelings;
3) Moderate: edits are moderate, including at least one insertion or deletion, but no more than one of each; and finally,
4) Severe: edits are more severe, including a pair of insertions or a pair of deletions.

For each test suite, two sets of the pq-Gram distances between the source and target ASTs were computed: one including identifiers and the other excluding identifiers. In Figure 5, we sample the three representative cases out of 32. The result shows that, in general, the pq-Gram distances increase as complexity increases. Secondly, the distance trends for ASTs with identifiers and without are similar, with small adjustments due to the number of AST nodes being reduced. The results are consistent across all 32 test suites.

Note that the trend in Figure 5 is not monotonically increasing due to one of the following two factors. First, the placement of edits relative to one another can impact their effect on the distance between trees. For example, two adjacent deletions can disrupt significantly more sibling relationships than removing two nodes far from one another. Second, the level of placement of edits affects their impact on the distance score. An edit at a lower level (particularly leaves) affects fewer pq-Grams than a higher-level, non-leaf edit. Due to the varying nature of the algorithms under test, the edits cannot be placed uniformly across all algorithms, resulting in non-uniform trends. Overall, our preliminary evaluation shows promising results as it validates our key technical assumptions.

VI. LIMITATIONS AND FUTURE WORK

We now present some of the limitations of the framework and opportunities for future improvements.

Program Analysis: We use AST for our analyses. AST-based analyses work well even under compilation errors, which is critical for novices. Also, our framework can be quickly adapted to a new language that can be parsed into ASTs. However, AST-based analyses are intraprocedural (analysis of one method at a time). Use of interprocedural analyses (spans multiple methods) remains a future work.

Semantic Equivalence: One major pitfall of AST representations of source code is the loss of behavioral information.
Because syntactically different programs can behave equivalently, the AST-based approach toward finding differences will incorrectly classify many pieces of source code as different even though they accomplish the same task. A few semantic equivalences are reduced to a canonical form in our current prototype, such as normalizing the for loop to the while loop and normalizing operators in the form $x \ [op] = y$ to $x = x \ [op] y$, but there are others that need special care. We have explored the possibility of using Control Flow Graphs (CFG) built on top of Jimple Intermediate Representation (IR) of SOOT \[29\] instead of AST. SOOT, to a certain extent, optimizes IR to have similar flow structures for semantically equivalent programs. However, compilation and de-compilation are asymmetric operations, and the recommendations based on IR do not map well with the original code. Semantic equivalence remains a key area to be explored in the future.

**Usability Testing:** So far our evaluation efforts have been directed towards validating the technical aspects of the framework. As a future work, we plan to conduct user studies to assess the quality of recommendations in a controlled environment. We also plan to evaluate the framework by using it as a part of our introductory programming courses.

**VII. CONCLUSION**

Novices may face several challenges while learning programming. Tooling efforts in software engineering have been more focused on helping programmers with higher-level programming tasks than with basic language-specific constructs. We present a framework that can help novices in their learning process by recommending specific code edits relevant to their problems within the Eclipse IDE. Our preliminary results establish technical feasibility of the framework. In the future, we plan to conduct user studies to test the usefulness of our prototype. We also plan to release the framework as an open source tool for both instructors and students.
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