
ECE-597: Probability, Random Processes, and Estimation
Homework # 5

Due: Friday April 24, 2015

1) Consider the following Bernoulli Process

X[n] =

{
1 for success in nth trial
0 for failure in nth trial

with P (X[n] = 1) = p, and the X[n] are i.i.d.
For this random sequence,
a) show that μX [n] = p
b) show that KXX [k, l] = p(1− p)δ[k − l], where δ[k − l] = 1 for k = l and 0 for k �= l.
c) Is this process WSS?

2) Consider the following Bernoulli Counting process

Y [n] =
n∑

i=1

X [i]

for the X[i] defined in the previous problem.
a) Show that μY [k] = kp
b) Show that KY Y [k, l] = p(1− p)min(k, l)
c) Is this process WSS?

3) Consider the following random sequence.

Z[n] =

{
+1 for success in nth trial
−1 for failure in nth trial

where P (Z[n] = 1) = p, and the Z[i] are i.i.d.
a) Show that μZ [n] = 2p− 1
b) Show that KZZ [k, l] = 4p(1− p)δ[k − l]
c) Is this process WSS?

4) Consider the following random walk process

W [n] =
n∑

i=1

Z[i]

where the Z[i] are defined in the previous problem.
a) Show that μW [n] = n(2p− 1)
b) Show that KWW [k, l] = 4p(1− p)min(k, l)
c) Is this process WSS?
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5) Let Z[n] be a one sided Bernoulli process with p = 1/2. This means that Z[n] is an i.i.d.
sequence with P (Z[n] = 0) = P (Z[n] = 1) = 1/2. Let

X[n] = (−1)Z[n]

Y [n] =
i=n∑
i=0

2−iX [i]

V [n] =
i=∞∑
i=0

2−iX [n− i]

Compute the mean and autocovariance functions of X[n], Y [n], and Z[n]. Are any of these
WSS sequences?
Answer: μX [n] = 0, KXX [n,m] = δ[n −m], μY [n] = 0, KY Y [n,m] = 4
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