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The linear theory model of a symmetric projectile is well suited to optimal control. Two

methods leveraging a model predictive strategy based on closed–form trajectory solutions

including relevant derivatives are developed and compared. These controllers are easily

implemented using a discrete actuator such as a pulse–jet. Each controller is tested on a

full six degree–of–freedom non–linear simulation, and some control parameters are tuned

through appropriate trade studies.

Nomenclature

L, M, N total external applied moment on the projectile about the mass center (ft-lb)
CNA normal force aerodynamic coefficient
CX0 axial force aerodynamic coefficient
CLP roll rate damping moment aerodynamic coefficient
CLDD fin rolling moment aerodynamic coefficient
CMA pitch moment due to AOA aerodynamic coefficient
CMQ pitch rate damping moment aerodynamic coefficient
D projectile characteristic length (ft)
I identity matrix
Ixx, Iyy roll and pitch inertia expressed in the projectile reference frame (sl-ft2)
m projectile mass (sl)
p, q, r angular velocity vector components expressed in the fixed plane reference frame (rad/s)
R optimal control weighting matrix
SLcg stationline of the projectile c.g. location (ft)
SLcp stationline of the projectile c.p. location (ft)
u, v, w translation velocity components of the projectile center of mass resolved

in the fixed plane reference frame (ft/s)
V magnitude of the mass center velocity (ft/s)
X, Y, Z total external applied force on the projectile expressed in the body reference frame (lb)
x, y, z position vector components of the projectile mass center expressed in the inertial reference frame (ft)

Greek

Φ position state vector dynamics matrix
Γ position states forcing function
χ velocity states initial condition vector
∆1 factor in position states forced solution

η linear model velocity state vector { v w q r }T

Ψ combination matrix
Λ combination variable in the roll rate solution
ρ air density (sl/ft3)
ψ, θ, φ Euler yaw, pitch, and roll angles (rad)
ϑ vector of initial angular rates
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Ξ velocity state vector dynamics matrix

ξ linear model position state vector { y z θ ψ }T

Subscript

0 Initial condition or previous state
i, j row i, column j of matrix
p Particular solution
t target

I. Introduction

Through several assumptions including change of independent variable from time to downrange distance
travelled, projectile linear theory renders an accurate linear time–varying model of symmetric projectile

flight. This model may be cast as a set of nine coupled first order ODEs and two scalar first order ODEs.
Assuming the range to target is known, such a linear time varying model is readily suited to optimal
control—it may be described as ‘continuous with no terminal constraint, fixed terminal time (range)’.1

Many authors have investigated control of such projectiles, especially through model predictive schemes.2,3, 5, 6

Ollerenshaw and Costello propose an optimal scheme based on discretizing the predicted and desired tra-
jectories.3 Schwarzmann investigated application of the LQR method to pulse–jet control of a projectile in
gliding flight.4 Both of these optimal schemes require a reference trajectory.

This work eliminates the need for a reference trajectory by predicting the impact point and its sensitivity
to control correction. It also improves upon previous efforts by eliminating the need to predict the corrected
trajectory.2 A previous work7 not only provided accurate predictions of projectile state, but also analytic
derivatives of the state with respect to initial angular rates at any distance along the trajectory. Using
this fast, compact trajectory predictor, and assuming the control is directly mapped to the vector of initial
pitch and yaw rates, and angle of attack and sideslip velocity components, the optimal control problem may
be cast as ‘single stage’.1 This leads to an optimal control scheme easily implemented using a set of pulse
jets mounted near the projectile nose. Also, having predictions of both the target plane position state, and
derivatives with respect to the control, an ad hoc control based on first order Taylor series approximation
is proposed. The two control schemes are compared on a six degree–of–freedom simulation where a fixed
number of finite discrete pulses are available.

(a) Position Coordinates (b) Attitude Coordinates

Figure 1. Schematic of a Fin Stabilized Projectile
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II. Projectile Dynamic Model

The nonlinear trajectory simulation used in this study is a standard six-degree-of-freedom model typically
used in flight dynamic modeling of projectiles. A schematic of the projectile configuration is shown in Figure
1. The six degrees of freedom are the components of the position vector from an inertial frame to the projectile
mass center and the three standard Euler orientation angles. The equations of motion are provided in Eqs.
(1-4).2
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In Eqs. (1) and (2), the standard shorthand notation for trigonometric functions is used: sin(α) ≡
sα, cos(α) ≡ cα, and tan(α) ≡ tα. The force appearing in Eq. (3) contains contributions from weight
W , body aerodynamics A, and lateral pulse jets J :
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Gliding flight is assumed in this study. The dynamic equations are expressed in a body-fixed reference frame,
thus, all forces acting on the body are expressed in the projectile reference frame. The projectile weight
force is shown in Eq. (6):
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whereas the aerodynamic force acting at the center of pressure of the projectile is given by Eq. (7):
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The lateral pulse jets are uniformly distributed around a ring near the projectile nose. Each provides a
thrust of short duration in the body y − z plane such that the pulse jet force may be written as:
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The applied moments about the projectile mass center contain contributions from steady aerodynamics (SA),
and unsteady aerodynamics (UA).
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The moment components due to steady aerodynamic forces are computed with a cross product between the
distance vector from the mass center of the projectile to the location of the specific force and the force itself.
The unsteady body aerodynamic moment provides a damping source for projectile angular motion and is
given by Eq. (10):
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The center of pressure location and all aerodynamic coefficients (CX0, CX2, CNA, CLDD, CLP , and CMQ)
depend upon local Mach number and are computed during simulation using linear interpolation.

The dynamic equations given in Eqs. (1-4) are numerically integrated forward in time using a fourth-
order, fixed-step Runge-Kutta algorithm. This non–linear plant model is used for all results and trade studies
that follow.

III. Projectile Linear Theory Trajectory Predictor

The traditional linear theory assumptions result in the following set of first order differential equations.
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The matrix equation for epicyclic pitching and yawing is:
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and D is the projectile characteristic length (or diameter).

III.A. Linear Predictor Closed–Form Solution

Eqs. (12–16) can be solved closed–form as follows. Eqs. (14) and (15) are decoupled from all others, resulting
in the total velocity solution of
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Roll rate and total velocity are treated as time varying parameters in the remaining equations. The solution
to Eq. (16) is the sum of a particular solution due to the gravity constant, and a homogeneous solution.8

The particular solution is given by setting the derivatives equal to zero and solving the resulting algebraic
equation:



















vp
wp

qp

rp



















= −Ξ−1



















0

G

0

0



















g (26)

Resulting in:


















vp

wp

qp

rp



















=
Gg

det(Ξ)



















−Ξ5DΞ3 +DΞ2Ξ4

DΞ5Ξ3 +Ξ1Ξ
2
5 +Ξ1Ξ

2
4 +DΞ2Ξ5

−(Ξ3Ξ1Ξ4 +DΞ2
3 +Ξ2Ξ1Ξ5 +DΞ2

2)

(Ξ3Ξ5 −Ξ2Ξ4)Ξ1



















(27)

Where:
det(Ξ) = Ξ2

1Ξ
2
5 +Ξ2

1Ξ
2
4 + 2Ξ1Ξ1DΞ3 + (DΞ3)

2 + 2DΞ2Ξ1Ξ5 + (DΞ2)
2 (28)

This particular solution is then subtracted from the initial conditions prior to solving for the homogeneous
response:

χ = η0 − ηp (29)

The homogeneous response for epicyclic pitching and yawing may be found using the matrix exponential.
The total solution is simply the sum of homogeneous and particular solutions.

η = eΞsχ+ ηp (30)

where the epicyclic velocity states are gathered into the vector η = {v, w, q, r}T .
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For the crossrange, altitude, pitch, and yaw state vector, ξ = {y, z, θ, ψ}T , the particular solution
cannot be found by matrix inversion since Φ is clearly singular. Also, the epicyclic pitching and yawing
states (v, w, q, r) serve as a time varying forcing function for y, z, θ, and ψ. Thus, a general solution to
forced linear systems attributed to Athans et al.13 is invoked. For the linear system

ξ′(s) = Φξ(s) + Γ(s) (31)

The total solution is given as

ξ(s) = eΦsξ0 + eΦs
∫ s

0

e−ΦτΓ(τ)dτ (32)

The integration is handled well by a method from Van Loan.14,15 In the most compact form, suppose
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evolution of the position state vector is computed by
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Note that in Eq. (33), Γ is a constant. Thus Eq. (37) is used recursively, treating η as a constant each time
and averaging it with the previous velocity state for improved accuracy. Practically, Γ is computed simply
by

Γ =
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in the actual algorithm.

III.B. Linear Predictor Closed–Form Derivatives

Analytic derivatives of the position state vector ξ wrt an initial angular rate ϑi may then be found by
differentiating Eq. (37) resulting in
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Since Ω1 is a constant, the potential term involving derivatives of Ω1 does not appear. Thus in addition to
previous calculations, only the forced part of the position state vector solution needs to be differentiated
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Such that

exp

(

s
∂

∂ϑi
Ψ

)

=

[

Ω3
∂∆1

∂ϑi

0 Ω4

]

(41)
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T
.
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Derivatives of the position states wrt v0, w0, q0 and r0 are then computed by respective instances of Eq. 38
where
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Practical calculation of Ω1, ∆1, and their derivatives are discussed in the sequel.

III.C. Some Notes on Practical Computation

The matrix exponential of Eqs. (34) and (41) will need to be evaluated once for each trajectory prediction
step, and once for each step of each of the derivative predictions respectively. In order to reduce computational
burden, use of the series expansion

eΨs = I+Ψs+
1

2!
Ψ2s2 +

1

3!
Ψ3s3 + · · ·

is explored and due to the sparsity of Ψ, Ψn = 0∀n ≥ 3. Thus the series expansion for eΨs converges in
just three terms, that is:

eΨs = I+Ψs+
1

2!
Ψ2s2.
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Since Φ is invariant with respect to aerodynamic parameters, Ψ is partitioned into variant and invariant
parts in hopes of speeding up computation of the derivatives of ∆1. This results in

eΨs =

[

I 0

0 1

]

+

[

Φ Γ

0 0

]

s+
1

2!

[

Φ2 ΦΓ

0 0

]

s2

and since Φ2 = 0, Ω1 and ∆1 are computed directly by

Ω1 = I+Φs (42)

∆1 = Γs+
1

2!
ΦΓs2 (43)

Thus derivatives, of the position states are found simply by evaluating Eq. (44).
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∂ϑi
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∂ϑi
s+

1

2!
Φ
∂Γ

∂ϑi
s2 (44)

The linear theory solutions are solved recursively such that {v0, w0, q0, r0} represents the solution at the
last sample and {v, w, q, r} and {vp, wp, qp, rp} are the respective quantities at the current sample.

IV. Predictive Control Strategies

IV.A. Taylor Series Controller

Since both the target plane position states and their derivatives with respect to angular rates are available
from solution of the linear theory model, a brute force control scheme may be found by writing the impact
point state as a first order Taylor series.
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=














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ŷ

ẑ
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




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
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



+




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




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∂y
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∂y
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∂y
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∂z
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





























δv0

δw0

δq0

δr0



















(45)

Previous studies have shown that a divert event such as a discrete pulse jet has the effect of ‘resetting’ the
angular rates. Thus, Eq. (45) is solved for the desired angular rates resulting in Eq. (46).
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∂v0

∂z
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∂z
∂r0
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∂θ
∂w0

∂θ
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∂θ
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∂ψ
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∂ψ
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∂ψ
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∂ψ
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











−1


















ŷ − yt

ẑ − zt
θ̂ − θt
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

















(46)

Preliminary use of Eq. (46) to determine the control gave less than satisfactory performance. Since there
are no constraints on pitch and yaw at the target, the bottom two rows are discarded.

Two replacement constraints are found by matching inertia properties with the effect of pulse jets mounted
near the projectile nose. Previous work17 offers the following relationships

δv0 =
YJnr
m

(47)

δr0 =
RIxYJnr
Iyy

(48)

δw0 =
ZJnr
m

(49)

δq0 = −
ZJnrRIx
Iyy

(50)

Where YJnr and ZJnr are the y and z components respectively of an impulse applied in the no roll frame
and RIx is the stationline distance from center of mass to point of impulse application. Solving Eqs. (47) and

8 of 12

American Institute of Aeronautics and Astronautics



(48) for YJnr and equating, then solving Eqs. (49) and (50) for ZJnr and equating, the following constraints
emerge.

{

0

0

}

=

[

m 0 0 −
Iyy

RIx

0 m
Iyy

RIx
0

]




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
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
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




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









These are used in place of the bottom two rows of the Jacobian and residual in Eq. (45). The resulting
control is then found by modifying Eq. (46) in similar fashion. The divert commands must be transformed
into the body frame and compared to a threshold before a pulse–jet is fired. Since these details are common
to both strategies, they are discussed later.

IV.B. Single Stage Optimal Control

Given the impact point prediction and estimates of impact point sensitivity to changes of initial angular
rates, evolution of the impact point due to impulse control may be modeled as a single stage system.

x(1) = f0 (x(0),u(0))

This is a well studied problem,1 however the application is novel. Using primarily Bryson’s notation, the
details are unpacked as follows. The state evolution eqn. needs only describe the change in impact point
due to change in initial angular rates

{

y(1)

z(1)

}

=

{

y(0)

z(0)

}

+

[

∂y
∂v0

∂y
∂w0

∂y
∂q0

∂y
∂r0

∂z
∂v0

∂z
∂w0

∂z
∂q0

∂z
∂r0

]



















δv0

δw0

δq0
δr0



















(51)

or
x(1) = x(0) +Bu(0).

Given the cost function
J = φ(x(1)) + uT (0)Ru(0)

The Hamiltonian function is
H̃ = uT (0)Ru(0) + λT (1) [x(0) +Bu(0)]

Where B is the 2× 4 Jacobian matrix. The Euler–Lagrange equations are

∂H̃

∂u(0)
= 0 → 0 = uTR+ λTB

or
Ru+BTλ = 0

and

λT (1) =
∂φ

∂x(1)

By choosing R > 0, and φ(x(1)) = xT (1)x(1)/2, the control is found to be

u = −R−1BTλ (52)

and the co–states are

λ =

{

y(1)

z(1)

}

. (53)

If the magnitude of all controls are limited equally by choosing R = γI where γ is a positive scalar, then the
optimal control is








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

















= −
1

γ













∂y
∂v0

∂z
∂v0

∂y
∂w0

∂z
∂w0

∂y
∂q0

∂z
∂q0

∂y
∂r0

∂z
∂r0













{

y(1)

z(1)

}

(54)
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Unlike the previous method, a matrix inverse is not required, and the controls need not be constrained with
respect to inertia properties.

IV.C. Pulse–jet Control Allocation

Both control schemes yield a vector of commanded angular rate perturbations in the no roll frame. In order
to implement the command via a finite magnitude pulse–jet mounted to the rocket body, the perturbation
must first be transformed to the body frame. This is done by first determining {δv0, δw0, δq0, δr0}

T
then

using Eqs. (47) and (49) to solve for YJnr, ZJnr. The roll angle at which a pulse jet is required is then found
by relating the no–roll frame pulse components YJnr, ZJnr with the roll frame pulse components YJ , ZJ
shown in Eq. 8. These formulas can be rearranged as

[

−YJ(i) −ZJ(i)

ZJ(i) −YJ(i)

]{

cos(φ)

sin(φ)

}

=

{

YJnr
ZJnr

}

(55)

which are inverted to isolate cos(φ) and sin(φ)

{

cos(φ)

sin(φ)

}

=
1

YJ(i)2 + ZJ(i)2

[

−YJ(i) ZJ(i)

−ZJ(i) −YJ(i)

]{

YJnr
ZJnr

}

(56)

such that:

cosφ = (−YJ(i)YJnr + ZJ(i)ZJnr) /
(

YJ(i)
2 + ZJ(i)

2
)

(57)

sinφ = (−ZJ(i)YJnr − YJ(i)ZJnr) /
(

YJ(i)
2 + ZJ(i)

2
)

(58)

Finally, the four-quadrant arc tangent is invoked to find φ = atan2(sin(φ), cos(φ)). From this desired angle
and the current roll rate, a time to fire the next unused pulse jet i is estimated.

Second, the magnitude of the commanded perturbation will never match the control authority of a single
pulse. Thus the desired pulse magnitude,

√

Y 2
Jnr + Z2

Jnr, is compared to a threshold. If the magnitude
exceeds this threshold, the pulse jet is fired; if not, the projectile continues downrange without correction,
as the perturbation required to move the impact point a fixed distance increases as the distance to target
plane decreases. Note that the specific threshold value must be chosen to allow some overshoot, otherwise
the pulse–jet would only be fired in situations resulting in undershoot. The final threshold value for each
control scheme is chosen through a trade study.

V. Results
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Figure 2. Monte Carlo Results - Uncontrolled Dispersion

The control strategies were tested on the non–
linear plant model shown in Section II. Projecile
parameters were chosen similar to the ‘Hydra 70’
2.75 inch diameter rocket. The target is defined as
(7582.0,0,0) ft in the gun tube fixed right handed
(x, y, z) frame where x points downrange, y to the
right, and z points down. Initial conditions were
determined from a six DOF non-linear simulation
of the powered phase of flight. At motor cut–off the
rocket mass center was at the origin with φ = 0 rad,
ψ = 0 rad, v=0 ft/s, w=0 ft/s, p=-58.928 rad/s,
q=0 rad/s, r=-0.039385 rad/s, and V=2177.7 ft/s.

The initial pitch and yaw angles (θ, ψ) were as-
sumed to vary according to independent uniform
distributions with means of 0.0348 and 0.00122 and
variances of 3.11(10)−5 and 3.88(10)−5 rad respec-
tively. This Monte Carlo set was tested first with no
control, resulting in the dispersion shown in Figure
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2. The uncontrolled dispersion has a circular error probable (CEP, i.e. the median miss distance) of 65.228
ft.

The control schemes were tested assuming a pulse jet array of 12 pulses each with an impulse of 1.12 lb–s.
The six DOF simulation assumes that each pulse exerts a constant thrust over a 5 ms period. The control
logic in both cases has two adjustable parameters which are a correction threshold, and the time between
subsequent trajectory predictions. The latter parameter limits the computational effort and provides time for
the projectile to settle after a pulse is fired. The threshold attempts to postpone pulse firing until overshoot is
minimal. Early corrections result in greater swerve at the target plane, thus by setting a correction threshold
small corrections will be achieved by pulsing further downrange. If both parameters have ideal values, the
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Figure 3. Tuning the Threshold Parameter

predictions would happen frequently enough, and the threshold would be tuned such that the last correction
would move the impact point to the target. Since the pulse has a discrete, immutable size, and is only
properly aligned once per roll cycle, some dispersion will always remain. Also, there is little or no benefit to
predicting the trajectory more than once per roll cycle.

The time between trajectory predictions was set at 0.1 sec, slightly less than one roll cycle. This provides
a good balance between computational effort (simulation time) and accuracy. Each of the control schemes
was then tuned for minimum median miss distance (CEP) by adjusting the correction threshold as shown
in Figure 3. The best performance observed using the Taylor series controller was a CEP of 0.167 ft using
a threshold of 0.72. The corresponding dispersion is shown in Figure 4a. The best performance of the one
step optimal controller resulted in a CEP of 1.37 ft using a threshold of 2.48 as shown in Fig. 4b.

Note the difference in axis scaling between Figures 4a and b. This indicates that the Taylor series has an
average miss distance approximately one order of magnitude smaller than that for one step optimal. Also
note the size of the CEP circle in Fig. 4b compared to the frame size. The CEP circle appears much smaller
in Fig. 4b, indicating that the distribution of impacts for one–step optimal is more widely spread than that
of the Taylor series, i.e. outliers miss by a larger proportion of CEP.

Overall, the Taylor Series controller performs significantly better, most likely due to the extra information
in the matrix inversion which ‘coordinates’ the pulse with projectile inertia properties. Performance of the
controllers is similar due to the limited information (direction) used in control allocation and the finite,
discrete nature of each correction.

VI. Conclusions

Two candidate optimal control strategies were derived from a linear model of symmetric projectile flight
and its closed–form solution. Performance was demonstrated on a non–linear 6DOF simulation. The Taylor
Series Controller, using a full Jacobian matrix inversion to calculate desired pulse magnitude and direction,
performed significantly better than the one step optimal controller as measured by CEP. Furthermore, impact
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points outisde of the CEP circle were scattered proportionally wider using the one–step optimal controller.
Performance of both controllers was hindered by the inability to dynamically adjust the magnitude and
number of pulses.
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Figure 4. Monte Carlo Results - Controlled Dispersions
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